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Efficient Solution Processes for Finite 
Element Analysis of Transient 
Heat Conduction 
Systematic procedures are presented for reducing the order of a matrix differential equa­
tion governing transient heat conduction in solids. Two principal aspects of this 
development are a condensation of the set of gridpoint temperature degrees of freedom 
using steady-state relations and the introduction of generalized {modal) temperature 
degrees of freedom to achieve a further reduction. These processes are illustrated in 
an elementary one-dimensional transient heat conduction problem. 

I 
A. Introduction 

I HE matrix methods of analysis based upon finite 
element idealization originated within structural mechanics. 
Development of these finite element methods has led to powerful 
analysis tools for structures and to recognition of their applicabil­
ity to the analysis of a wide range of problems in mathematical 
physics. The phenomena studied have included heat conduc­
tion [1-4],1 various fluid flows [5-8], and rarefied gas dynamics 
[9]. 

Developments in finite element heat conduction are of par­
ticular interest because of the close interaction of thermal and 
stress analyses in the design of thermostructural hardware. 
Additionally, finite element heat conduction has intrinsic merit 
in its amenability to automation and its versatility as regards 
variations in configuration, sizing dimensions, material proper­
ties, boundary conditions, heat generation, and grid refinement. 

The treatment of a given type of problem by the finite element 
method consists of two major component aspects: (1) the formu­
lation of element relationships, and (2) the solution of the com­
plete system. Early efforts [1-3] in finite element heat con­
duction theory established the theoretical basis and the form of 
the finite element representations. The relationships for finite 
element heat conduction, heat capacity, internal heat generation, 
boundary heat flux, and surrounding medium convection heating 
matrices have been delineated. These concepts have been 
transformed into explicit relationships for the many types of 
elements encountered in practice including one-dimensional, two-
dimensional (triangular and quadrilateral), and three-dimen­
sional (tetrahedron) shapes [10], 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of T H E AMERICAN SOCIETY OE MECHANICAL ENGINEERS. Manu­
script received by the Heat Transfer Division July 16, 1969. Paper 
No. 69-WA/HT-32. 

The second major aspect of finite element analysis, solution of 
the complete system, remains relatively unexplored. Yet 
realization of the potential of the method in engineering practice 
hinges importantly upon the existence of reliable and efficient 
solution procedures. Particular significance must be attached 
to solution efficiency as large numbers of time-dependent tem­
perature degrees of freedom arise in consequence of the relative 
simplicity of an individual finite element. 

Efficient solution of the matrix equation governing transient 
heat conduction is usually sought through careful definition of a 
numerical technique for direct integration. Herein, considera­
tion is given to additional approaches to improved solution 
efficiency. Systematic procedures are presented for reducing the 
order of the set of equations. 

The effort required to reduce the governing matrix equation 
tacitly restricts the applicability of reduction processes to prob­
lems requiring infrequent updating of material properties or 
geometry. Of course, applicability is also restricted to prob­
lems for which the analyst has sufficient insight to identify cer­
tain temperature degrees of freedom as superfluous over intervals 
of the total time. 

Consideration of reduction processes is extended herein to in­
clude the analysis of complete systems as assemblies of com­
ponent substructures. Substructuring simplifies the specifica­
tion of a system because it is efficient to confirm a large quantity 
of data via subsets. Calendar time can be shortened by the 
distribution of the subsets to several analysts for- simul­
taneous preparation. Additional benefits of the data manage­
ment type that are derived from substructuring are discussed in 
reference [11]. Of particular interest in the present context is the 
definition of substructures so as to facilitate invoking the pro­
cedures for reduction of the order of the governing matrix differ­
ential equation. 

The component aspects of the finite element heat conduction 
analysis described herein constitute a computational flow from 
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the basic data (e.g., material properties) through to the calcula­
tion of temperatures, i.e., 

(a) "Consistent" formulation of individual element thermal 
matrices, based upon variational assumed mode concepts. 

(ft) Definition of major segments of the system as "sub­
structures." 

(c) "Condensation" of the substructure degrees of freedom 
using steady-state relations. 

(d) Application of "component mode synthesis" [12-13] in­
volving modal analysis of the substructures. 

(e) Connection of substructures in construction of the com­
plete analytical model. 

Steps a and 6 are discussed in the following two sections. 
Then, detailed development of steps c and d is accomplished and 
an outline is given of step e. Finally, numerical solutions are 
presented for an elementary example to illustrate the principal 
procedures for reduction of the matrix differential equation 
governing transient heat conduction. 

B. Basic Equations 
Development of the matrix differential equation governing 

finite element heat conduction may proceed in several ways 
[1, 10, 14]. Approach through "temperature potentials" which 
are analogous to the potential and kinetic energies of structural 
mechanics is the most systematic and leads to sparse, symmetric 
matiices. Adopting this approach, we begin by approximating 
the temperature field 9 ( { . T } , t) over a finite element with func­
tions of the form 

Q({x},i) = JT f„([x))Om(t) = L / J { 0 } « 
m = 1 

( i ) 

where the/,,,{x} are "shape functions" and 8m(t) are the finite 
element cornerpoint temperature values that are to be deter­
mined. 

The heat conductivity and heat capacity "potentials" corre­
sponding to the assumed functions of equation (1) take the form 
[14] 

**. 
Jv 2 dx< 

hi; 
i>Xj 

KdV 

+ 6mfmqdS m, n = 1, 2, . . . , M (2) 

*.. 
J V 

— (fmfmPCfJndV VI, 11 = 1, 2, . . . , M (3) 

where $j,„ is the volume (V) conduction potential, k,j is the con­
ductivity tensor and q is the element boundary (S) heat flux. 
Equation (3) is the heat capacity potential ( $ „ ) which is de­
pendent upon the density p and the specific heat capacity c. 
The standard summation convention on repeated indices is 
tacitly assumed in equations (2) and (3). 

The matrix forms of the finite element potential functions 
follow immediately from equations (2) and (3), i.e., 

where 

[K„, 

$*. = %L6_1.[K].{6}. 

$ee = iLJj,,[Ch{d}. 

f Wo. k V± dv 
1 d.r,: ",J Ctay 

- L 0 J e { Q } 6 

m, n — 1, 2, . . 

(4) 

(5) 

. , M (6) 

[ 0 7JJ ll\ 

lQm 

J> pcfndV 1,2, 

1, 2, 

M 

M 

(7) 

(8) 

and the subscript e denotes reference to a single finite element. 
Expression of the finite element temperature potentials in 

terms of cornerpoint temperature degrees of freedom permits 
assembly of the individual finite element representations to form 
a representation for the complete, connected system [14]. This 
operation may be indicated as 

*» = £ **. = -L.BJ[K\{e) - L0J{Q! 

$ c 

e = l 
-UJ[C]{8\ 

(9) 

(10) 

in which [6\ denotes the set of gridpoint temperature degrees of 
freedom for the complete system. The [K], [C], and {Q} are 
the corresponding heat conduction, heat capacity, and heat flux 
matrices. 

The stationary conditions of this variational approach to finite 
element heat conduction are given by [10] 

and 
1,2, M (11) 

-Nomenclature-

[C] = heat capacity matrix 
e = subscript denoting reference 

to a typical finite element 
E = subscript denoting reference 

to a typical substructure 
/,„ = assumed mode shape of 

temperature distribution 
within a finite element 

{g} = modal amplitude tempera­
ture variables 

[K] = heat conduction matrix 
M = number of gridpoint tem­

perature variables 
q = prescribed boundary 

flux 
{q} = final, complete set of 

perature variables 
\Q\ = boundary heat flux matrix 

heat 

tem-

[7i 

[ f ] 

r 
R 

[7n] 

, if] 

[0\ 

l§] 

e,n 

i$a} 

m 

— number of finite elements 
= number of substructures 
= matrices for transformations 

of variables, equations 
(28) and (32) 

= matrices for transforma­
tions of variables, equa­
tions (19) and (33) 

= complete set of gridpoint 
temperature variables 

= subset of {6} designated as 
essential 

= gridpoint temperature in­
tensity associated with 
assumed mode shape /,„ 

= temperature variables at 
gridpoints on the bound­
ary of a substructure 

= temperature variables at 

\fa\ 

IV} 

9({. rJ ,0 

*c 

** 

gridpoints interior to a 
substructure 

interior temperature con­
tribution due to bound­
ary temperature varia­
tions 

interior temperature con­
tribution of characteristic 
functions taken with 
boundary temperature 
variation suppressed 

temperature distribution 
with spatial, dependence 
{x\ and temporal de­
pendence i 

heat capacity pseudo poten­
tial 

heat conduction pseudo po­
tential 
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Fig. 1 Division into substructures 

Invoking these conditions on the potentials of equations (9) 
and (10) leads to the matrix differential equation governing 
transient. heat conduction, i,e., 

[cJ{el + [[(j{el = {Ql (12) 

The character of these equations is noteworthy. They will be 
symmetric in consequence of the forms of the temperature po­
tentials and sparsely populated due to the inclusion in each equa­
tion of only the temperatures at cornerpoints of elements which 
meet at the gridpoint in question. Within these limits, however, 
there is a high degree of coupling between the coefficients of 
the temperatures. Furthermore, it may be difficult to achieve 
a narrow banding of the matrix coefficients in representing a 
geometrically complex s~·stem. 

C. Substructuring 
The second of the two principal processes presented for reduc­

tion of the set of temperature degrees of freedom involves a 
modal analysis which is generalized so as to accommodate sub­
structuring. Substrllcturing is the division of the complete 
system into component groupings of finite elements. This is 
illustrated in Fig. 1 which discloses the breakdown of the ele­
mentary one-dimensional example problem into three segments 
(substructures) designated Sub I, Sub II, and Sub III. 

Generation and assembly of the finite element representations 
of equations (4) and (5) for each substructure in the manner of 
equations (9) and (10) leads to substructure potential functions 
expressible, typically, as 

and 

(14) 

where the subscript E denotes reference to a single subst1'1lcture. 
Such sub"tructure representations are essentially "super-ele­
ments" that, upon further assembly in the manner of equations 
(9) and (10), yield the objective potential expressions for the 
complete system, i.e., 

and 

R 
<l>k = L <l>kJ:' 

R=l 

1 "2 Le.-J[Kj{ej - Le.-J{Qj 

R 1. . 
L <I>'E = "2 LB.-J[C](ej 

R=l . 

(1.5 ) 

(16) 

Motivation for substructuring derives from various con­
siderations [18 was discussed in section A. The reduction in 
order of the matrix differential equation for heat conduction 
which may be achieved through the component mode synthesis 
[12] of section E provides further motivution for substructuring. 

D. Condensation 
The basic premise of condensation is that certain temperature 

degrees of freedom of t.he system are superfluous over substantial 
time intervals of the complete time integration. This situation 

Journal of Heat Transfer 

often arises in transient heat conduction in the aftermath of a 
severe thermal disturbance such as a heat pulse. Another ex­
ample is the use of a common finite element idealization for 
thermal and stress analyses which results in gridpoint tempera­
ture degrees of freedom that are superfluous to the thermal 
analysis. 

Condensation assumes that the temperature variation across 
superfluous gridpoints can be closely approximated by steady­
state variation. Accordingly, the condensation proceeds by 
partitioning the heat conduction potential into essential IBa} 
and superfluous {e~} subsets of temperature degrees of freedom 
to obtain 

(17) 

Invoking the stationary conditions for steady-state response 
yields 

(18) 

The sub matrix I Q~} is neglected in solution of this relation for 
the subset of superfluous temperature degrees of freedom I e~} to 
obtain the desired condensing transformation, i.e., 

The introduction of this condensation transformation, [l'], into 
the matrix model given for the system in equations (15) and (16) 
yields 

<l>k = tuU[Kj{e} - Le.-J{Q} (20) 

and 

<1>, tU9.-J [ell O} (21) 

where 

[K] [l'F[K][l'] (22) 

[6] [l'F[C][l'] (23) 

(Q) = [l'F{Q} (24) 

Equation (24) accounts for the heat flux sub matrix {Qfll by the 
application of "equivalent" heat flux contributions at the grid­
points retained {e}. 

The above procedure has been applied to problems in struc­
tural dynamics [1.5, 16] and, more recently, structural stability 
[17, 18]. Its use in transient heat conduction is illustrated in 
the elementary example problem of section G. 

E. Component Mode Synthesis 
The previous section advanced a condensation procedure 

based upon steady-state relationships in which essential grid­
point temperature degrees of freedom were retained. At this 
point, an additional reduction procedure based upon modal 
analysis concepts is considered. The modal analysis is presented 
in a generalized way so as to accommodate substructuring. This 
reduction process, unlike the condensation procedllTe, accounts 
for the transient influence of the specific heat capacity potential 
and introduces generalized (modal) temperature degrees of 
freedom. This procedure, termed component mode synthesis 
in structural dynamics, was pioneered by Hurty [12] but simplifi­
cations introduced in reference [13] are incorporated in the 
present development. 

Gridpoint temperature degrees of freedom on the boundary 
of a substl'llcture, {e,,}, must be retained for the purpose of con-
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nection with other portions of the structure or boundaries. 
However, the temperature degrees of freedom associated with 
gridpoints in the interior of a substructure {dp}, are candidates 
for elimination and the temperature potentials of equations (20) 
and (21) are partitioned accordingly to obtain 

* c = AJ[C)U) 

** = \ LL_fc,J, L00_l_ 
[Kaa], [Kan] 

AJOJ, Up 
•M 

and 

*c = - LLflaJ, Lf lpJJ 

(25) 

(26) 

Now, the subset of temperatures at the interior gridpoints 
{dp} is approximated by the sum of two contributions, i.e., 

= t<W (27) 

The first contribution, {Qpi} is derived as the steady-state tem­
perature variations over the interior that are produced by vari­
ations in substructure boundary temperature values {8a\. The 
complementary second contribution, {fl/siij, is derived from a 
modal analysis of the transient system defined by the complete 
suppression of boundary temperature variations. 

The definition of {Opi} in terms of interface temperatures 
[da] is readily established via steady-state considerations as in 
the condensation of section D, i.e., 

[Spi] = -l&epl-ilKaeVtfa} = [yi]{9«) (28) 

I t is to be noted that this dependence of {dpi} upon { 0a} results 
in an approximate treatment of the heat fluxes {Qp}. 

The temperature contributions relative to the interface, 
{dpn}, are constructed of characteristic mode shapes for a system 
wherein the steady-state distribution determined from interface 
temperatures is regarded as a datum. Applying equation (11) 
to the governing potentials of equations (20) and (21) under 
this assumption (i.e., {8a} = {o}) yields a matrix equation of 
reduced order, say Ar, as 

lCppl{§pn} + [Kpp]{6pu} = {Qp} (29) 

Assumption of a solution to the homogeneous part of the form 

N 
170II) 

leads to a characteristic value problem of the form 

[KwV'lCpp]^} = +\H} 

(30) 

(31) 

A modal analysis of equation (31) to obtain 77 characteristic 
values \j and vectors {yf/} j (?) ^ N) yields the objective explicit 
expression for the {dpu} in terms of characteristic modes and 
generalized (modal) temperature degrees of freedom {</), i.e., 

{Spu} = [{.Aji, M „ • • • , M,Hff} = [yn]{g\ (32) 

The objective transformation of component mode synthesis 
may now be constructed in accord with equations (27), (28), and 
(32) to obtain 

T / J , [0] ' 
. [7i] , [Till. i£/! 

= m{ (33) 

The introduction of this transformation into the potential func­
tions of equations (20) and (21) accomplishes the expression of 
these potential functions in terms of component modes, i.e., 

** = #_3_|[£]{g} - U J { Q | 

where 

[K] = [TVIKUT] 

[C] = [fr[C][f] 

{Q} = mT{Q] 

(35) 

(36) 

(37) 

(38) 

Because of the form of the transformation matrix of equation 
(33) and the orthogonality of the substructure normal modes, 
the matrices of equations (36) and (37) assume particularly 
simple forms. Restoring the partitioning into the subsets of 
boundary {0a} and generalized {g\ temperature degrees of free­
dom evident in equation (33) clarifies the special character of 
final heat conduction and heat capacity matrices, i.e., 

IK] 

[C] = 

[Kaa], 

.[0],n?, 

[Caa], [Cap] 

jcap]T, rdppj. 

(39) 

(40) 

Reduction in the order of the matrix differential equation re­
sults from this component mode synthesis procedure when less 
than the complete set of characteristic modes (i.e., 77 < N) are 
incorporated in the modal transformation of equation (32). For 
most problems a considerable reduction can be realized at least 
over portions of the total integration time. 

F. Complete System 
Section C described the concept of substructuring and, although 

the subscript E denoting a typical substructure was dropped for 
reasons of convenience, sections D and E presented the condensa­
tion and modal analysis procedures with reference to a typical 
substructure. Assembly of the resulting reduced expressions 
for the heat conduction and heat capacitance potentials of equa­
tions (34) and (35) proceeds in accord with equations (15) and 
(16) to form representations for systems comprised of more than 
one substructure. 

I t is noteworthy that application of the condensation and 
modal analysis procedures can be repeated for the assembled 
structure to achieve a further reduction of the matrix differential 
equation governing transient heat conduction in the complete 
system. Explicit consideration is given to the steps of such an 
extended process in reference [19], although the principal aspects 
remain the condensation and component mode synthesis pro­
cedures. 

G. Numerical Results 
Baseline Results. The one-dimensional problem chosen to illus­

trate the matrix reduction processes is shown in Fig. 1 as a unit 
0 and X = L 
The tempera-

> 0 a constant 
= 0 while the 
The transient 

(34) 

area of a slab which is bounded by planes X = 
and is infinite in extent in the Y and Z directions. 
ture of the slab is initially everywhere zero. For i 
heat flux Q is introduced through the surface X 
surface X = L is maintained at zero temperature. 
temperature distribution is desired for the case of an insulation 
material of diffusivity 

d = 0.000432 inVsec 

This example problem is recommended by its simplicity and 
the availability of a formal infinite-series solution [20]. While 
the simplicity of the problem prevents a compelling demonstra­
tion of the benefits of the reduction processes, this deficiency is 
accepted in preference for the clear and concise illustration of the 
principal reduction procedures. 

Approach to the problem is made, as shown in Fig. 1, by a 
division into three substructures of lengths (Li/L) = 0.2, ( L n / 
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a 
® 

LEGEND 

— EXACT 

o DOF10 

D DOF08 

A DOF06 

+ DOF08/2 

X DOF08/1 

80 120 

TIME, t 

F ig. 2 Short t ime prof i les; 9 / Q vs . t 

Table T Representative numer ica l results 

t 

t 
t 

-r 
t 

r 
t 

T 

20 

0.0 

20 

0.5 

200 

0.0 

200 

0.5 

E X A C T 

0.173 

0.0 

0.553 

0.077 

D O F 1 0 

0.173 

0.0 

0 .552 

0 .076 

(0 /Q) X 10 

D O F 0 8 

0.173 

0.0 

0 .550 

0.074 

D O F 0 6 

0.173 

-0.001 

0.545 

0.069 

6 

D O F 0 8 / 2 

0.173 

-0.001 

0 .550 

0.071 

D O F 0 8 / 1 

0.173 

-0.001 

0.549 

0 .070 

X 

S 
P 
01 

S 

V 

X 

0
/Q

) 

LEGEND 

X DOF06 
* DOF08/2 

o STA.O EXACT 
A STA. 1/2 EXACT 

n DOF10 

1,000 2,000 3,000 4,000 5,000 

T IME, t 

Fig. 3 Long t ime prof i les; 0 / Q vs . t 

Table 2 System eigenvalues 

EIGEN­
VALUE NO 

1 

2 

3 

4 

5 

6 

7 

3 

9 

10 

DOF10 

0.00107 

0.009 

0.028 

0.060 

0,110 

0.1B2 

0.283 

0.414 

0 . 5 3 1 ' 

1.031 • 

CASE IDENTIFICATION 

DOF03 

0.00107 

0.009 

0.030 

0.065 

0.144 

0.186 

0.467' 

1.023" 

DOF06 

0.00107 

0.010 

0.034 

0.078 

0.347" 

0.990' 

DOF08/2 

0.00107 

0.009 

0.030 

0.074 

0.149 

0.415" 

1.005" 

DOF08/1 

0.00107 

0.010 

0.035 

0.084 

0.356' 

0.SS5' 

' Thess values were obtained last in an eigenvalue routine based upon 
sweeping and are of questionable accuracy. 

L) = 0.6, and {Liu/L) = 0.2. The breakdown of the substruc­
tures into finite elements is taken as 3, 6, and 1, respectively. 

The first predictions of transient temperature behavior were 
made without reduction of the 10 X • 10 matrix differential 
equation which results for the complete system. This case is 
designated "DOFIO." Comparisons of the results with the 
formal solution of reference [20] are given in Figs. 2, 3, and 4. 

Fig. 2 shows that the short time temperature profiles of the 
heated surface, (X/L) = 0, and the midthickness, (X/L) = 0.5, 
are predicted with negligible error. The accuracy of the finite-
element predictions of these same behavior quantities over the 
long period is illustrated in Fig. 3. Specific numerical results 
are recorded in Table 1. 

Complementary results for this same case (DOFIO) are given 
in Fig. 4 which compares the thickness temperature profiles at 
arbitrarily selected points in time, t = 20 and t = 200. The 
high level of accuracy is clear. 

A modal analysis of the matrix differential equations was 
performed to establish a further basis for the comparison of the 
results of case DOF10 with subsequent cases with reduced sets 
of degrees of freedom. The equation employed was 

{q\uT = LffB, <?!>, <?c, qa, ?« 97, g c J i (42) 

-A[C]M + l-KlM = {°) (41) 

The complete set of 10 characteristic values, X;, are recorded in 
Table 2. 

Condensation Results. Attention, as regards the elimination of 
degrees of freedom, is focused upon substructure Sub I I in the 
results that follow. Evaluation of the results is made on the 
basis of the behavior of the complete system in all cases. 

The set of temperature degrees of freedom in the idealization 
of Sub I I is shown in Fig. 1 to be 

The temperature degrees of freedom qB and qc are associated 
with the boundary gridpoints of Sub I I and must be retained for 
the purpose of connection to form the complete system. The 
condensation procedure was applied to obtain two cases char­
acterized by reduced numbers of gridpoint temperature degrees 
of freedom within Sub II . Firstly, a case designated DOF08 
was obtained by the choice of the qc and qe temperature degrees 
of freedom in Fig. 1 as superfluous to obtain the condensed set 
of independent temperature degrees of freedom 

{g}n5' = L g s , qb, q,i, 97, 9e—In (43) 

Case DOF06 was constructed by the further designation of qb and 
qf in Fig. 1 as superfluous to obtain 

{q}uT = l_qB, q<u g c J n (44) 

These specifications of cases DOFIO, DOF08, and DOF06 are 
summarized in Table 3. As noted in Table 3, case DOF08 and 
case DOF06 represent reductions in the number of degrees of 
freedom within Sub I I to 60 percent and 20 percent, respectively. 
Yet the loss in accuracy is barely perceptible in the predicted 
time and thickness profiles plotted in Figs. 2, 3, and 4 and the 
representative numerical values in Table 1. 

The characteristic values determined from modal analyses 
of cases DOF08 and DOF06 facilitate quantitative evaluation 
of the equivalence of these cases with the unoondensed case 
DOF10. These results, shown in Table 2, exhibit a close ap­
proximation of the lower eigenvalues. The predictions of the 
higher characteristic values are less accurate and, of course, some 
are absent as a result of the condensation. This points out the 
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Fig. 4 Thickness profiles; 0 /Q vs. X/L 

inevitable degradation of the analytical model which occurs as a 
consequence of the elimination of degrees of freedom. Thus, 
some insight into the behavior of the system is essential to the 
selection of those degrees of freedom to be eliminated by con­
densation in order to maintain the desired accuracy. 

Component Mode Synthesis Results. Two further cases were con­
sidered to illustrate the component mode synthesis procedure of 
section E. Beginning from the condensed matrices of Sub I I for 
case DOF08, with the degrees of freedom 

t a i n ' \~m «h, qd, qi, ? c J n (45) 

a modal analysis was conducted in accord with section E to ob­
tain the following alternative set of degrees of freedom 

\q)iv = \—qe, qc, ffi, fifa, </3_ (46) 

The gi, (ft, and g3 are the generalized temperature degrees of 
freedom associated with the characteristic vectors of Sub II . 

Predictions of the response of the complete system retaining 
all three generalized degrees of freedom were the same as case 
DOF08. Results are presented herein for two cases of reduced 
degrees of freedom designated DOE08/2 and DOF08/1 wherein 
only two and one generalized degrees of freedom were retained, 
The specification of these component mode synthesis cases is 
summarized in Table 4. 

The validity of these analyses is clear in the representative re­
sults shown in Figs. 2, 3, and 4. More quantitative comparisons 
are made in Tables 1 and 2. In the latter, Table 2, the more 
comprehensive characteristic value comparison substantiates 
the equivalence of the models indicated in the temperature pro­
files of Figs. 2, 3, and 4. 

H. Summary and Conclusions 
Use of the condensation procedure described herein presumes 

that, at some point in space and time, the finite-element model 
of the system includes more than enough gridpoint degrees of 
freedom to predict the conduction of heat. Given this circum­
stance, the condensation procedure provides for steady-state 
variation of temperature in the region of gridpoints designated 
as superfluous thereby eliminating the temperatures at these 
gridpoints as independent variables. Consequently, the order 
of the matrix equation governing heat conduction in the system 
is reduced. This, in turn, reduces the computational effort of 
the numerical integration. 

While the reasons for the condensation and the calculation 
itself are clear, the appropriate choice of what variables are 
superfluous a t what times is less straightforward. The choice 
is largely a matter of judgment. The considerations are entirely 
analogous to those of setting up a gridwork initially. In using 

CASE 
IDENT. 

DOF10 

DOF08 

DOF06 

% SUB II 
DOF* RETAINED 

100% 

60% 

20% 

SUB II 
DOF* RETAINED 

%, q c , q d . q e , q f 

q b , q d , q f 

^d 

* DOF = degrees of freedom 

Table 4 Sub H modal coordinate cases 

CASE 
IDENT. 

DOF 08/3 

DOF08/2 

DOF08/1 

% SUB II 
DOF* RETAINED 

60% 

40% 

20% 

SUB II 
DOF* RETAINED 

g 1 , g 2 , 9 3 

g v 9 2 

91 

DOF = degrees of freedom 

condensation, the analyst is given the opportunity to reconsider 
the definition of the gridwork in the light of the knowledge 
accumulated about the behavior. Also, as noted previously, 
condensation can be used to adapt gridworks created for some 
other purpose such as thermal stress analysis. 

The remarks expressed with reference to condensation apply 
to the modal analysis of the component mode synthesis process 
as well. The proper selection of modes for retention is largely 
dependent upon experience and judgment. Nevertheless, this 
process offers, in the least, additional flexibility as decisions 
made at the outset can be modified at subsequent stages of the 
computation. 

The foregoing results are taken to establish the procedural 
validity of the principal reduction processes presented. Further 
study is needed to establish guidelines for choosing what, and 
how man}', temperature degrees of freedom can be reduced from 
a model without significantly compromising its accuracy. These 
questions imply a question of "when" which suggests a coordina­
tion of the reduction processes with the updating of material 
properties and the reference points for linearization of nonlinear 
boundary phenomena. 
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Heat Transfer to the Insulator Wal 
of a Linear 1GD Accelerator 
An experimental investigation of the rate of heat transfer to the insulator wall of a quasi-
steady magnetogasdynamic accelerator is described. The experiments were conducted 
in an accelerator section attached to the end of a shock tube using argon as the test gas. 
The measurements are compared with a Hartmann boundary-layer analysis, which cor­
relates the data within the experimental scatter. Based on this theory, estimates of the 
current shorting through the boundary layer and energy fluxes to the wall are made and 
compared with the accelerator's overall performance. 

I 
1 Introduction 

I HE NTJMBEB of useful applications for high-energy 
gas streams has become large in recent years. Both for propul­
sion and laboratory experiments, one suggestion has been to ac­
celerate gas streams using the electromagnetic j X B force. 
Experiments have been performed in this laboratory [1, 2]2 where 
currents as high as 50,000 amp were discharged through the gas 
stream produced by a shock tube in the presence of a transverse 
magnetic field of up to 2.5 Wb/m 2 . I t was found [2] that only a 
small percent of the total energy added to the flow in the ac­
celerator was converted into an increase of kinetic energy. In 
addition, the increase in the momentum flux was small compared 
with the integral of the j X B forces throughout the volume of the 
accelerator. According to one theory [2], the low-velocity re­
gion in the Hartmann boundary layer was responsible for the poor 
performance. 

On the insulating walls of the accelerator between the elec­
trodes, a Hartmann boundary layer [3] forms. In this boundary 
layer the velocity is significantly lower than that in the free 
stream. The back emf, u X B, is therefore less in the boundary 
layer. For this reason, a considerable amount of the drive cur­
rent will run along the walls if the conductivity in the boundary 
layer is high enough. This could account for the poor momen­
tum efficiencies since the j X B force in the boundary layer is 
balanced by viscous forces and does not increase the momentum 
of the gas. Similarly, this current will increase the enthalpy in 
the boundary layer, resulting in large heat fluxes to the wall and 
low kinetic-energy efficiencies. The purpose of this experiment 
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Fig. 1 Schematic of shock tube and heat-transfer system 

was to investigate this theory by measuring the heat transfer to 
the side wall of the accelerator. 

The experiments were performed in the l'/a-in-dia accelerator 
section shown in Fig. 1, which was attached to the end of a 20-
ft shock tube. This arrangement, described by Leonard and 
Fay [2], provides a steady flow of short duration. In the ac­
celerator, the electrode current was limited to values less than 
10,000 amp, and the applied transverse uniform magnetic field 
was kept below 1 Wb/m 2 . This makes possible comparisons 
with simple theories which neglect induced magnetic fields and 
Hall effects. The heat-transfer measurements were made ad­
jacent the drive electrodes and l I / a tube diameters downstream 
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of the drive electrodes. The measurements were made with a 
high-speed infrared bolometer, which was proposed by Camac 
and Feinberg [4] and which is especially attractive for an experi­
ment of this type where there are strong electric and magnetic 
fields present. I t efficiently decouples the electromagnetic ef­
fects from those due to heat transfer. 

The Hartmann boundary-layer theory, which is proposed in 
section 4 of this paper, was motivated from the observation that 
the rate of heat transfer to the wall was independent of time and 
distance downstream of the current discharge. Since the exact 
state of the gas is unknown, both an equilibrium and a nonequi-
librium solution are considered and compared with the experi­
mental data. In section 5, the accelerator performance is dis­
cussed in the light of the heat-transfer measurements. 

2 Apparatus 
Shock Tube. The combustion-driven shock tube used to produce 

the gas stream for the accelerator consisted of two sections of dif­
ferent diameters, Fig. 1. The accelerator was located in the 
smaller-diameter tube. This design allowed longer test times 
(about 200 jusec) in the accelerator than would have been possible 
in an ordinary shock tube, providing a quasi-steady flow. The 
driven section was evacuated by a mechanical pump and had an 
ultimate vacuum of 10 ji. For all experiments, argon was used 
as the driven gas at an initial pressure of 1 mm Hg. 

Accelerator. The accelerator, Fig. 1, was made of linen-base 
phenolic tubing and had a l ' /Vm. ID . Square slots were cut in 
the tubing to receive the brass electrodes which were V/iin. long 
and 3/i in. wide. There were two pairs of drive electrodes with a 
Vr-in. spacing between them. An internal flowmeter which con­
sisted of three pairs of electrodes, i y 2 in. apart, was included in 
the accelerator 3J/4 in. downstream of the drive electrodes to 
measure the back emf generated by the accelerated flow. From 
this measurement the average velocity of the flow at the exit of 
the accelerator was calculated [5]. The current source consisted 
of a 3000-juF capacitor bank connected as a lumped-parameter 
transmission line. The transmission line contained five identical 
units connected in parallel, each of which contained five 100-/uF 
capacitors in parallel and one 0.55-juH inductor. This provided 
a current discharge from the electrodes which was constant for 
200 /xsec. The transverse magnetic field was provided by two 
field coils, one on each side of the shock tube. The magnetic-
field profile in relation to the electrode positions is shown in Fig. 1. 
The current to energize the field coils was supplied by a 4800-/uF 
capacitor bank. The LC circuit rang with a quarter-cycle 

time of 900 p,sec providing a peak magnetic field of 0.9 Wb/m2 , 
which varied less than 10 percent in the 200-/isec test time. The 
time for triggering the capacitor banks was given by signals from 
ionization probes which indicate shock arrival times. 

Heat-Transfer System. The heat-transfer system is shown 
schematically in Fig. 1. The system, described by Friedman and 
Fay [6], consists of three components: a carbon-coated sapphire 
gauge placed in contact with the hot gas, an optical system that 
gathers the radiant energy emitted from the gauge, and an infra­
red detector that responds to the incident radiation. The 
output of the detector was amplified by a 1A7 Tektronix pre­
amplifier and displayed on a Tektronix 555 oscilloscope. The 
heat-transfer gauge consisted of a 0.020-in-thick sapphire window, 
Vs in. in diameter, which was polished on one side and had a 600-
grit finish on the other side. On the roughened side a coating of 
carbon, which was greater than 6000 A thick, was deposited by 
the pyrolysis technique [7]. A 500-A coating of aluminum was 
evaporated over the carbon coating to reflect radiation from the 
gas. 

When the shock-heated gas passes the front of the gauge, a 
heat pulse penetrates the carbon coating and heats the carbon-
sapphire interface. The detector monitors the temperature-time 
history of this interface which can be related to the heat transfer 
incident on the front surface of the gauge. Camac and Feinberg 
[4] have tabulated the interface temperature history for many 
heat-transfer-time dependences. For the present experiment two 
cases are of interest. For the situation where the rate of heat 
transfer to the wall q as a function of the time t takes the form q = 
QJtl/\ the corresponding wall temperature rise is 

AT = Qc-(7r/7cpc)1/2, 

where k, p, and c are properties of the crystal, 
heat transfer to the wall is independent of time, 

A J T = 2g(i/7r/cpc)1' •h 

(1) 

Similarly, if the 

(2) 

In order to calculate Qc and q from equations (1) and (2), it is 
necessary to find the absolute temperature rise of the interface as 
a function of the infrared-detector output voltage. This was 
done by a calibration experiment [8] similar to that described by 
Friedman and Fay [6]. Fay and Arnoldi [9] discuss the problem 
associated with the uncertainty in the value of the sapphire 
thermal conductivity in the vicinity of the carbon coating. This 
consideration is of great importance when this method of making 
heat-transfer measurements is used in experiments with test 
times on the order of microseconds. For the present experiment, 

-Nomenclature-

A = 
B = 
c = 
c = 

D = 
d = 
E = 
II = 

I = 

3 = 

k = 

L = 

m = 
m = 
V = 

tube cross-sectional area, m2 

magnetic field strength, Wb/m 2 

electron concentration, kg/kg 
specific heat, J/kg-deg C 
diffusion coefficient, m2/sec 
tube inside diameter, m 
electric field, v / m 
dimensionless Hartmann num­

ber 
total current delivered to the ac­

celerator, amp 
current flowing in the boundary 

layer per unit length, amp/m 
current density, amp/m 2 

thermal conductivity, w/deg 
C-m 

length downstream of heat-
transfer gauge, m 

mass of an electron, kg 
mass flow rate, kg/sec 
pressure, N / m 2 

i 

T 
T 

t 

r0 
r 

x,y,z 

sonic pressure, N / m 2 

convective heat-transfer coef­
ficient, J/m2-sec1//;! 

rate of heat transfer per unit 
area, w/m 2 

temperature, deg K 
electron temperature, deg K 
time after shock passage, sec 
free-stream velocity, m/sec 
velocity parallel to the wall, 

m/sec 
voltage across drive electrodes, v 
free-stream velocity minus ve­

locity parallel to wall, m/sec 
velocity normal to the wall, 

m/sec 
cartesian position coordinates, m 
Hartmann boundary-layer 

thickness 
ionization energy per ion-elec­

tron pair, J 

'Jmom 

57KB 

X 

X 

X 

X* 

M 
P 
<r 

= momentum efficiency 

= kinetic energy efficiency 

= gas thermal conductivity, w/deg 
C-m 

= electron thermal conductivity, 
w/deg C-m 

= total reactive thermal conduc­
tivity, w/deg C-m 

= total reactive thermal conduc­
tivity minus electron thermal 
conductivity, w/deg C-m 

= gas viscosity, kg/m-sec 

= density, kg/m8 

= electrical conductivity, moh/m 

Subscripts 

w = 
CO = 

eq = 

wall 

free-stream 

equilibrium 
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3 Discussion of Experiments

Fig. 2 Infrared detector's output history. Current discharge is from the
downstream electrode pair.

with a test time of approximately 200 fJ,sec, the heat pulse pene­
trates sufficiently far into the sapphire that the value of the ther­
mal conductivity of the sapphire in immediate contact with the
carbon coating does not affect the gauge response. Hence the
bulk value of thermal conductivity can be used in calculating the
heat transfer.

I-- 50 fLsec

Fig. 3 Typical oscillograms from accelerated runs. Note porabolic rise
in infrared detector's output. Top: (top curve) transverse magnetic
field, 0.237 Wb/m'/cm; (center curve) total input current, 6030 amp/cm;
(bottom curve) infrared detector output. Bottom: (top curve) exploded
infrared detector output, 0.\5 mv/cm; (bottom curve) spurious signols
from downstream ion probes.

200 400
SHOCK PASSAGE

40 80
MICROSECONDS AFTER

20

Preliminary Experiments Without Drive Current. Initial experiments
were performed without discharging any current from the drive
electrodes or imposing the transverse magnetic field in the ac­
celerator. The incident shock Mach number was varied from 9
to 12, and the detector response was a step rise, which is charac­
teristic of a heat input to the gauge which decays as I/vt, see
equation (1). The convective heating associated with the grow­
ing laminar boundary layer behind a shock wave has the form
[lOJ

where q is the rate of heat transfer to the wall and Qc is the convec­
tive heat-transfer coefficient. There was no noticeable effect of
radiative heat transfer. Since the radiant heating would be in­
dependent of time, the gauge response would vary according to
equation (2). However, even at the highest Mach numbers, the
gauge response was independent of time for 200 fJ,sec after shock
passage. A comparison of the present data with that obtained
by 'Waller [7] showed satisfactory agreement and established
that the heat-transfer system was operating properly.

The effect of the transverse magnetic field on the convected
heat-transfer rate was investigated by holding the initial-shock
Mach number at 11 and varying the transverse magnetic field
from 0 to 0.6 Wb/m'. It was observed that the magnetic field
had no noticeable effect on the shape or magnitude of the detector
output signal. The step response, characteristic of the laminar
boundary layer, persisted for an average of 175 fJ,sec after the
shock passage. Hewett [11] has subsequently theoretically in­
vestigated this case and found that, for these experimental con­
ditions, the time necessary for the magnetic field to affect the
boundary layer and therefore the rate of heat transfer exceeded
the experimental test times.

where !:IT is the temperature rise of the carbon-sapphire interface
of the heat-transfer gauge and K is a constant. This response

Heat Transfer From Accelerator. For the accelerated runs, the
incident-shock :Mach number was 11. Heat-transfer measure­
ments first were made with the clll'rent discharged from the elec­
trodes 1'/0 tube diameters upstream of the heat-transfer gauge
and secondly from the electrodes adjacent the heat-transfer
gauge, see Fig. 1. In both cases the detector output was a factor
of two or three greater than the measured response for the non­
accelerated flow, indicating a significant increase in the wall­
temperatlll'e rise. It was also observed that, if the total current
and magnetic field were held constant, the detector response was
independent of whether the current was discharged from the
upstream or downstream electrode pair. The detector output
versus the time following the shock arrival at the heat-transfer
gauge is plotted in Fig. 2, and typical oscillograms from the ac­
celerated runs are included in Fig. 3. As indicated in Figs. 2
and 3, the voltage-time or equivalently the temperature-time
histories of the majority of the runs can be correlated, for the
duration of the current pulse, as

q = Qjt'h, (3)

!:IT = Kt'h, (4)
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corresponds to a heat-transfer rate which is independent of time. 
The value of the heat-transfer rate to the wall was calculated 
assuming that equation (4) applied to all runs. The detector 
output at £ = 110 jusec was divided by the calibration constant of 
the heat-transfer system to give the interface temperature rise 
AT. Equation (2) was then used to calculate the heat-transfer 
rate. 

The observed independence of the heat-transfer rate on time 
and distance along the accelerator wall are in qualitative agree­
ment with the prediction of Leonard and Fay [2] that a Hartmann 
boundary layer existed on the accelerator's side wall. A detailed 
Hartmann boundary-layer theory follows in the next section for 
the purpose of making quantitative comparisons. A second 
possible explanation for the detector response is that it was caused 
by increased radiative heating. To check this, the detector opti­
cal system was masked, and a small pin hole was made in the 
heat-transfer-gauge coating, allowing radiation to fall directly 
on the detector. By masking the optical system, it was possible 
to keep the detector from saturating. Although the response 
was somewhat erratic, there was no significant difference between 
the detector response for accelerated runs and nonaccelerated 
runs. Since for the nonaccelerated runs the radiative heat trans­
fer was negligible compared with the convected heat transfer, it 
is felt that radiation was not significant for the accelerated runs. 

4 Hartmann Boundary-Layer Theory 
For a flow in a constant applied magnetic field B and a constant 

electric field E, the equations of axial momentum and scalar 
Ohm's law are 

du 

<U 
+ pu 

du 

dx pv 
du 

dy 
I ( bu\ 
V V i>V / 

•JB 
dp 

dx' 

a(E - uB), (6) 

in which the viscous forces normal to the wall, the magnetic induc­
tion due to j , and Hall effects are neglected. While the incorpora­
tion of Hall effects is straightforward, their inclusion requires 
that the differential equations be numerically integrated. How­
ever, since for the present experiments the Hall parameter is be­
tween 0.4 and 1.7 in the free stream, the neglecting of the Hall 
currents in the boundary layer is a good approximation. The 
Hartmann flow exists in the steady case where the terms on the 
left side of equation (5) are negligible. Comparing the second 
term in equation (5) with the jB term, the Hartmann flow will 
exist when 

du 
pu — « ]B = a(E 

dx 
uB)B. (7) 

Since E is constant across the boundary layer and the current 
density is small in the free stream, E = UJS in equation (7). 
Neglecting u in comparison to £/„, and since v and du/dx are of 
order J7„ and Um/L, respectively, the above inequality can be 
written as 

L » pUJaBK (8) 

Equation (8) indicates that after the gas has proceeded down­
stream under the magnetic field a distance L greater than 
pU^/crB2, the interaction length, the convective term can be 
neglected in comparison to the jB term. Similarly, it can be 

du du 
shown that p — and pv — are both small compared to the jB term 

dt dy 
at distances greater than the interaction length. For the flow 
behind a typical incident shock of Mach number 11, pUa/ffB2, 
evaluated using free-stream properties and an applied magnetic 
field of 0.5 Wb/m 1 , is 9 cm. This is approximately equal to two 
shock-tube diameters. The heat-transfer gauge was located 7 
tube diameters downstream from the entrance of the accelerator. 

Equation (5) can be further simplified by neglecting dp/dx. 

As will be shown in section a, the force associated with the pres­
sure gradient could be comparable with the j X B force in the 
free stream. However, in the boundary layer where the current 
density is significantly higher, the effect of the pressure gradient 
can be neglected. Equation (5) now becomes 

d 

in, 

du 

dy 
+ jB = 0. (9) 

I t is seen that the momentum equation for the Hartmann flow 
reduces to a static balance between the viscous force and the jB 
force. The Hartmann boundary-layer thickness 5H can be 
estimated from equation (9); i.e., 

Solving for 5j= 

p(UJSH) = a(U„B*)S3. 

- - i tr 
(10) 

(11) 

The pertinent dimensionless parameter for this flow is the Hart­
mann number, H = d/5u, the ratio of the tube diameter to the 
boundary-layer thickness. Evaluating properties at free-stream 
conditions behind a Mach 11 shock, the Hartmann boundary-
layer thickness and the Hartmann number are 0.67 mm and 57, 
respectively, for an applied transverse magnetic field of 0.5 W b / 
m2. This high value of the Hartmann number indicates that 
the curvature effects in the iy2-in-dia tube are negligible and that 
the one-dimensional theoretical analysis is directly applicable to 
the tube flow of the experiment. 

The energy equation appropriate for the Hartmann flow is 

(5) (A.Z7)' + (XT') ' + piu'Y + j(E - uB) 

+ — (Dpc'Y = 0, (12) 
m 

where the convective terms have been neglected. The equation 
equates the conduction through a fluid particle to the Joule heat­
ing, viscous dissipation, and recombination energy released in a 
fluid particle. (XeT0 ')' and (XT') ' represent the heat conduction 
due to the electron- and gas-temperature gradients, respectively; 
p.(u'y is the viscous dissipation; j(E — uB), the Joule heating; 

and — (Dpc')', the net ionization energy released by the recom-
m 

bination of the ion-electron pairs. The primes represent deriva­
tives with respect to y, the coordinate normal to the wall. 

The boundaiy conditions at the wall (y = 0) are: 

T = Tw, c = 0, u = 0, T, 

At the free stream: 

rp — rp rp rp 

T . 

„„, E = UmB, T = 0, 

•«' = 0 , u = Ua. 

Making the substitution V = U^ — u, and multiplying equation 
(9) by (E — uB)/B and adding it to equation (12), yields the 
total energy equation, 

(XT') ' + (KT.'Y + (Dpec'/m)' + p(V'Y + V{p.V')' = 0. (13) 

Since [p(V2)']' = 2/xV'1 + 2V(nV')', equation (13) can be 
integrated to yield 

XT' + X.T.' f /* f ^ ) ' + Dpes'/m = 0. (14) 

Since the exact state of the gas in the tube is unknown, two 
cases are considered, that of complete thermodynamic equi­
librium and that of nonequilibrium. For the equilibrium case, 
Te = T, c = Ceq(T), the Saha equilibrium concentration at the g.os 
temperature, and equation (14) can be written in the form 
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Fig. 4 The free-stream velocity versus the free-stream temperature as 
predicted by the Hartmann boundary-layer theory for both the equilibrium 
and nonequilibrium cases. The curve for the monafomic perfect gas is 
also included. 

XrT' + nVV = 0, (15) 

where A, is the "reactive thermal conductivity." The heat trans­
fer at the wall (\rT')w becomes 

-U^p.V')w, (16) 

To find an expression for (JUF')»I equation (9) is combined with 
Ohm's law to yield 

-(HV'Y + aBW = 0. 

Integrating from the wall to infinity, 

1 Ch 

H<rV dV, 

(17) 

(18) 

and substituting from equation (15), results in the desired rela­
tion : 

(19) (/iF')„ = -B 2 J <j\4T 

Substituting equation (19) into equation (16), 

1 

1 u\rd 
J Tw 

[uation (16) 

(20) 

where Tw/T„ has been set equal to zero. To relate U«, to 7'„ 
equation (15) is integrated to yield 

UJ 

2 'M'(£)®'(0 (21) 

For the nonequilibrium case, it is assumed that the electron 
temperature can be different than the heavy-particle tempera­
ture. In particular, the electron-temperature gradient is as­
sumed small and XeTe' is set equal to zero. I t is further assumed 
that c, the concentration of electrons, equals ceq(T), the Saha 
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Fig. 5 Heat-transfer rate divided by the applied transverse magnetic field 
versus the free-stream velocity. Solid curves are the predictions of the 
Hartmann boundary-layer theory. 

equilibrium concentration at the heavy-particle temperature. 
This latter assumption is physically a poor assumption, but, since 
the analysis is meant to give an estimate of the nonequilibrium 
effects, it is made. Making these substitutions, equation (14) 
and the heat transfer to the wall become 

and 

(A, - X.)2" + txVV 

(X*3") . 

0 (22) 

(23) 

respectively, where A* = A,. — Ae. Substituting from equations 
(18) and (22) and assuming that a = cra throughout the boundary 
layer, results in the desired expression for the heat transfer to the 
wall: 

*^-H/>(£)r (24) 

Integrating equation (22) relates the free-stream velocity to the 
free-stream temperature; i.e., 

2 H- Jo A * 
d (25) 

For both cases a simple expression relates the current per unit 
length along the tube / to the heat-transfer rate calculated by 
equations (20) and (24). Integrating Ohm's law across the 
boundary layer, 

J = 
f>a i fin 

(fiV'Ydy = - | O F ' ) . 
(26) 

J = q/BUm-

U„ is plotted as a function of T„ in Fig. 4, for both the equi­
librium and the nonequilibrium cases,3 and q/B is plotted as a 
function of TJm in Fig. 5. The calculations were performed using 

3 For a perfect monatomio gas V^f/2 = CpT^/Pr = 15kT„/im; 
k is Boltzmann's constant and m is the mass of an argon molecule. 
This relation is also plotted in Fig. 4. 
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Fig. 6 Kinetic energy efficiency. 

the transport properties determined by Devoto [12]. For the 
nonequilibrium case, the Spitzer-Harm thermal conductivity was 
subtracted from the total thermal conductivity to give A *. This 
reduction of the thermal conductivity for the nonequilibrium case 
is the primary cause for the difference in the free-stream velocity 
for the two cases as shown in Fig. 4. For a given U 00, Fig. 4 pre­
dicts a higher free-stream temperature and results in a higher 
electrical conductivity but in a lower viscosity for the nonequi­
librium case. The largest effect resulting in the higher qlB for 
the nonequilibrium case is a result of the assumption for the non­
equilibrium case that the electrical conductivity across the bound­
ary layer is equal to that of the free stream. 

The experimental data is plotted in Fig. 5, using the velocity 
indicated by the internal flowmeter as U 00' Unfortunately, due 
to the large scatter in the experimental points, it is impossible to 
determine which theory best correlates the data. Nevertheless, 
good general agreement is apparent. 

5 Accelerator Performance 
The kinetic-energy efficiency for the accelerator is defined as 

~KE -1htl (~002) / Vol, (27) 

where Vo is the voltage measured across the drive electrodes, I is 
the total current, m is the mass flow rate, and tl(U002/2) is the 
change in kinetic energy per unit. of mass in the accelerator. Fig. 
6 shows the variation of the kinetic-energy efficiency with the 
power level. The efficiency lies between 25 and 65 percent and 
is lowest at high power levels. The losses that cause this low 
efficiency are heating of the gas, heat transfer to the walls, and 
heat transfer to the electrodes. 

The momentum efficiency is defined as the ratio of the change 
in momentum through the accelerator to the j X B body force 
integrated throughout the volume of the accelerator, i.e., 

(28) 

Fig. 7 shows that the value of this efficiency is greater than one. 
This is probably due to a force caused by the pressure drop 
through the accelerator which is not considered in the simple ef­
ficiency defined by equation (28). 

To show that the measured change in velocity is less than the 
maximum theoretical change in velocity, it is assumed that the 
pressure drop through the accelerator equals p*, the sonic pres­
sure4 calculated by Karins [13], for an incident-shock Mach num-

4 The flow from the stagnation region in the 6-in. section must 
achieve a sonic condition as it expands into the 11/2-in. tube. 

Journal of Heat Transfer 

ISd/n, METERS ISEC 

Fig. 7 Momentum efficiency. Only the j X B body force is laken into 
consideration in Ihe calculation. of the efficiency. The 100 percent curve 
is displaced by an amount p*A/m to lake the force duelo the pressure drop 
in the accelerator info consideration. 

bel' of 11. This corresponds to the maximum pressure drop 
through the accelerator since the pressure is highest at the sonic 
point and since it assumes that the pressure is zero downstream 
of the accelerator. In Fig. 7 the efficiency is adjusted by p*Alm 
to take this effect into account. It is seen that the majority of 
the data points fall below this curve as would be expected. 

Because· of the uncertainty of the effect of the pressure, the 
actual efficiency is not clearly discernible. However, if the ad­
justed curve is assumed to correspond to an efficiency of 100 per­
cent, an average curve drawn through the data corresponds to all 
efficiency of 70 percent. Apparently the 'average efficiency lies 
between 70 and 100 percent. This high average value of .the 
momentum efficiency indicates that the major part of the current 
discharge went through the gas slug and accelerated the gas 
rather than flowing through the boundary layer. If a large por­
tion of the current had flowed in the low-velocity boundary layer, 
the momentum efficiency would be low since the j X B force in 
the boundary layer is balanced by viscous forces and does not 
contribute to an increase ill the momentum of the flow. 

In Fig. 8 the total current flowing through the boundary layers 
on both sides of the tube for a length of 4 diameters, as predicted 
by the Hartmann boundary-layer theory, is plotted as a function 
of the free-stream velocity. The distance 4d was picked as the 
effective distance for the current flow since this was the average 
distance between the driving electrodes and the internal flow­
meter, Fig. 1. This makes it possible to compare the estimate of 
the current flow shorting through the boundary layers with that 
predicted by the momentum balance. Also plotted in Fig. 8 is 
the total measured current into the accelerator versus the flow 
velocity measured by the internal flowmeter. It is seen that an 
average of approximately 17 percent of the total current shorted 
through the boundary layer over this distance. This agrees with 
the high value of the momentum efficiency. 

To calculate the percent of the total power delivered to the 
accelerator which could.be accounted for by heat losses to the wall, 
it was assumed that the heat was uniformly transferred to a wall 
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Fig. 8 Total current versus the free-stream velocity. The two curves 
give the total current flowing in the boundary layers on both sides of the 
tube for a length along the tube of 4 diameters as predicted by the Hart-
mann boundary-layer theory. The data corresponds to the total mea­
sured current delivered to the accelerator. 

area of 182 cm2, corresponding to a length of 4 tube diameters. 
This length was again chosen to make possible the comparison 
between kinetic energy measurements made at the internal flow­
meter and the efficiency plotted in Fig. 6. Using Fig. 5 at a 
free-stream velocity of 5000 m/sec, the data indicates that q/B is 
approximately equal to 1600 w/cm ' /Wb/m 2 . For an applied 
magnetic field of 0.5 Wb/m2 , the total power delivered to the 
wall is therefore 14.56 X 104 w. By reference to Fig. 6, it can be 
seen that only about 10 percent of the total power delivered to 
the accelerator can be accounted for by this loss. This comDares 
poorly with the kinetic-energy efficiency of 40 percent and indi­
cates that the other losses such as heating of the gas and energy 
fluxes to the electrodes are more important for the conditions in­
vestigated here. 

6 Conclusions 
1 In the absence of any drive current, it was observed that the 

heat-transfer rate decayed as 1/y/t and that it was independent 
of the magnitude of the applied magnetic field. 

2 For the accelerated runs, the existence of the Hartmann 
boundary layer on the side wall of the accelerator is qualitatively 
substantiated by the observation that the rate of heat transfer is 
independent of time and distance along the side wall of the ac­
celerator. I t is further evidenced by the good quantitative agree­
ment between the Hartmann boundary-layer theory and the 
measured data. 

3 When the heat-transfer measurements were interpreted as 
a current flow in the boundary layer, it was found that for a 
length of 4 tube diameters about 17 percent of the total current 
flowed through the boundary layers. The 17 percent of the total 
current flowing in the boundary laj'ers reduces the j X B body 
force in the gas slug by the same amount. This compared with 
the estimated momentum efficiencies of between 70 and 100 
percent and indicates that this loss is an important consideration 
for explaining the momentum efficiency. 
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Calculation of Incompressible Turbulent 
Boundary Layers With lass Transfer, 
Including Highly Accelerating Flows1 

This paper describes a general method for calculating turbulent boundary layers with 
and without mass addition. The method, as in earlier studies, is based on the eddy-
viscosity concept. However, the eddy-viscosity formulation presented in this paper 
differs from the previous ones in that the previous eddy-viscosity formulation has been 
generalized to handle flows with mass transfer. A large number of flows computed with 
this method show good agreement with experiment. 

Introduction 

IN BECENT years there has been considerable in­
terest in turbulent boundary layers on porous surfaces with 
either injection or suction through the surface. Prom a practical 
point of view, both mass-transfer processes are quite important 
in problems where it is necessary to protect surfaces exposed 
to high-temperature gases. In the latter case, for example, dis­
tributed injection of a secondary fluid into a boundary layer, 
which is usually referred to as transpiration cooling, deforms 
the velocity and temperature distributions through the boundary 
layer so that the skin friction and heat transfer are reduced. 
Most of the literature in this area has been restricted to experi­
mental work and has concentrated on measurements of local skin 
friction, heat-transfer rates, and velocity and temperature pro­
files for Mach numbers up to 6.7. In addition to the experi­
mental work, there have been a number of theoretical studies 
in this area. However, most of them are inadequate, and much 
more work needs to be done. 

The present paper is the latest investigation of the accuracy of 
a prediction method for computing turbulent boundary layers 
with mass transfer. I t is a part of the broad program of develop­
ment and assessment of a general method for calculating incom­
pressible and compressible turbulent boundary layers with 
heat and mass transfer. To the authors' knowledge, it is the 
first detailed study on the subject. So far, this method, which 
is based on the eddy-viscosity and edd3r-conductivity concepts, 
has been well explored for two-dimensional incompressible flows 

1 This work was supported by the McDonnell Douglas Inde­
pendent Research and Development (IRAD) program. 

Contributed by the Heat Transfer Division and presented at the 
Space Technology and Heat Transfer Conference, Los Angeles, 
Calif., June 21-24, 1970, of T H E AMEKICAN SOCIETY OF MECHANICAL 
ENGINEEBS. Manuscript received by the Heat Transfer Division 
March 31, 1970; revised manuscript received October 29, 1970. 
Based on ASME Paper No. 70-HT/SpT-19. 

with and without heat transfer, compressible adiabatic flows, 
and axisymmetric flows with transverse-curvature effects. In 
almost all cases, good agreement with experiment was observed 
[1-4].2 

As in our previous studies on the subject, we treat the turbu­
lent boundary layer as a composite layer characterized by inner 
and outer regions. In the inner region, we use an eddy-viscosity 
expression based on PrandtFs mixing-length theory, and in the 
outer region we use a constant eddy-viscosity expression modified 
by an intermittency factor. Although the present approach is 
also an eddy-viscosity approach, it uses a different eddy-viscosity 
formulation from the one used in [1-4]. The difference occurs 
in the inner-region eddy-viscosity expression. Unlike the 
previous inner eddy-viscosity formula, which used Van Driest's 
modification of mixing-length theory, the new inner eddy-
viscosity formula uses the modification reported in reference 
[5]. This modification accounts well for the effects of mass 
transfer and pressure gradient and reduces to Van Driest's 
modification for nonporous flat-plate flows. I t is important to 
note that such a modification of the inner eddy-viscosity ex­
pression was necessary in order to calculate turbulent flows with 
mass transfer, particularly with injection. For blowing rates 
F greater than 0.003, the previous eddy-viscosity formulation 
described in references [1-4] broke down, and calculations could 
not be made. On the other hand, several comparisons with the 
generalized eddy viscosity presented in [5] allowed calculations 
to be made up to blowing rates3 F = 0.0095 and showed good 
agreement with experimental data. However, before there can 
be a high level of confidence in the accuracy of this new eddy-
viscosity formulation for mass-transfer problems, it is necessaiy 
to compute several flows with mass transfer and compare the 
results with experiment. This is done in this paper. 

2 Numbers in brackets designate References at end of paper. 
3 Higher blowing rates were not attempted, since we could not 

find any experimental data for comparison. 
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Description of the Method 
The Boundary-Layer Equations. If the normal stress terms are 

neglected, the incompressible turbulent boundary-layer equa­
tions for two-dimensional flow can be written as 

du 

dx 

du 
v — 

dy 

du dv 
1 = 0 

dx dy 

duc d 

dx dy 

du 

dy 

(1) 

(2) 

The boundary conditions are 

u(x, 0) = 0 v(x, 0) = 0 or v{x, 0) = w,„ (mass transfer) 

lim u(x, y) = ue(x) (3) 

Eddy-Viscosity Formulation. In order to solve the sj'Stem (1)-
(3), it is necessary to relate —u'v' to mean velocity profiles. 
Here, as in previous studies, we use the eddy-viscosity (e) concept 
and define 

Pe 
du 

dy 
(4) 

In the eddy-viscosity formulation, as used in previous studies, 
we treat the boundary layer as a composite layer characterized 
by inner and outer regions. The existence of these two regions 
is due to the different response to shear and pressure gradient 
near the wall. In the inner region we use an eddy viscosity 
based on Prandtl 's mixing-length theory, that is, 

l* (5) 

where I, the mixing length, is given by I = ky. A modified ex­
pression for I is used in (5) to account for the viscous sublayer 
close to the wall. This modification, suggested by Van Driest 
[6] and developed by consideration of a Stokes-type flow, is 

I = %[1 - exp(-y/A)] (6) 

where A is a damping-length constant defined as 26v(rw/p)~1/' 
and k is an empirical constant equal to 0.4. 

The expression given by (6) was obtained by Van Driest for 
a flat-plate flow with no mass transfer. As it stands, it cannot 
be used for flows with pressure gradients or for flows with mass 
transfer. The former is quite obvious, since, for a flow with an 
adverse pressure gradient, Tw may approach zero (flow separa­
tion). In such a case the mixing-length expression will have a 
discontinuity, and consequently so will the velocity profiles. 
For this reason, in [5] the expression given by (6) was modified 

to account for flows with pressure gradient and mass transfer. 
This was done by defining A in terms of the friction velocity at 
the edge of the sublayer rather than its wall value. Tha t is, 

A = 2Qv (r (7) 

where the subscript denotes sublayer. The sublayer friction 
velocity was obtained from the momentum equation approxi­
mated in the sublayer by the following equation 

dr vw dp 

dy v dx 
(8) 

The solution of (8) evaluated at the edge of the sublayer where 
ys = 11.SV(TW/P)~1//- enables the damping-length constant A 
to be written as 

A = 26;; — 
\T,„ 

»A 
[exp (11.8»„+) - 1] 

+ exp(11.8«„+) (9) 

With the definition of the damping-length constant given by 
(9), the expression for inner eddy viscosity, (5), can be written as 

e,- (QAyni - exp (-y/A)]* (10) 

The expression for eddy viscosity in the outer region is based 
on a constant eddy viscosity e0, 

= 0.0168 I 
L/0 

(ue — u)dy (11) 

modified by Klebanoff's intermitteney factor [7], y, approxi­
mated by the following formula: 

7 = 1+6.5 (J (12) 

The constraint used to define the inner and outer regions is the 
continuity of the eddy viscosity; from the wall outward, the ex­
pression for inner eddy viscosity applies until e,- = e0. 

Transformation of Boundary-Layer and Eddy-Viscosity Equations. 

Equations ( l ) -(3) are singular at x = 0. For this reason, they 
are transformed to a coordinate system that removes the singu­
larity. The application of the Levy-Lees transformation 

dt; = pp.uedx d7} = ( 2 ^ dV (13) 

-Nomenclature-
A = damping length constant 
Cy = local skin-friction coefficient 
/ = dimensionless stream function 

F = blowing parameter, vw/u, 
H = total enthalpy 

K = acceleration parameter, 
ue

2 dx 
I = mixing length 

gradient 

K <a 'A 
parameter, 

q = local heat-transfer rate per unit 

area 

R,. = Reynolds number, uex/v 

Re = Reynolds number, ufi/v 

St = Stanton number 

u, v = x and y components of velocity 
u* = friction velocity, V x , / p 

vw
+ = dimensionless mass-transfer 

parameter, vw/u* 
x, y = rectangular coordinates 

y+ = Reynolds number, yu*/v 
fi = dimensionless velocity-gradient 

2£ due 
term, 

u, dP 

7 
5 

intermitteney factor 
boundary-layer thickness 

S* = displacement thickness 
Jo 

u/ue)dy 
— eddy viscosity 
= ratio of eddy viscosity to 

matic viscosity, e/v 

(1 -

kine-

f] — transformed y coordinate 

6 — momentum thickness 
/ ; 

u/u. 

X (1 — u/ut)dy 
p. ~ dynamic viscosity 
v — kinematic viscosity 
£ = transformed x coordinate 
p = density 
T — shear stress 
\p = stream function 

Subscripts 

e = outer edge of boundary layer 

s = sublayer 

w — wall 

primes denote differentiation with respect 

to?/ 
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Fig. 2 Comparison of calculated and experimental velocity profiles for 
the blown boundary layer measured by Mickley and Davis [10]; F — 
0.003 

Fig. 1 Comparison of calculated and experimental velocity profiles for 
the blown boundary layer measured by Mickley and Davis [10] 

and the introduction of a dimensionless stream function / related 
to the usual stream function \p by 

iA(s, v) = (2£) , /2/(£, v) (14) 

transforms the momentum equation into the following form: 

[(1 + 6 + ) / " ] ' + / / " + j8[l - (/')"] = 2£ / ' 
if 

/" 

(15) 

whe re / ' = u/ue. 
Similarly, the boundary conditions given by (3) and the eddy-

viscosity equations given by (10) and (11) can also be trans­
formed by (13) and (14). These transformed equations as well 
as the numerical method used to solve (15) subject to (3) are not 
presented here. The reader is referred to references [8, 9]. 

Comparison of Calculated and Experimental Results 
A prediction method for turbulent flows can be tested only by 

comparison of results with experimental data; hence the accuracy 
of such data is important to the evaluation of the method. For 
this reason, data from several sources on turbulent boundary 
layers with blowing and suction have been considered, and com­
parisons of calculated and experimental results have been made 
for a wide range of mass-transfer rates. Some of these experi­
mental data are for flat-plate flows, and some are for either de­
celerating or accelerating flows. In the latter case, several 
comparisons were also made for flows with no mass transfer. 

For flows with mass transfer, the experimental data considered 
in this paper are data due to Mickley and Davis [10], Jonsson 
and Scott [11], McQuaid [12], Simpson, et al. [13], Tennekes 
[14], and Julien et al. [15]. All of these data have detailed 
velocity-profile measurements. Except for the data of McQuaid 
and Julien, et al., all of them are for flat-plate flows. In these 
experimental data, skin-friction coefficients were obtained from 
the velocity profiles and were not measured. In addition, they 

e x i o " 
- F E E T 

0 DATA OF MICKLEY AND DAVIS, 
RUN C - 3 - S 0 

FORMULATION OF [ 5 ] 
- WITH PRESSURE 

GRADIENT 

• FLAT PLATE 

0 20 40 60 80 100 
X-INCHES 

Fig. 3 Comparison of momentum-thickness values for the boundary 
layer measured by Mickley and Davis [10]; F ~ 0.003 

are all for continuous suction or injection, except for the data of 
McQuaid that contain discontinuous injection and measured 
velocity profiles in the regions with and without mass transfer. 

Flat-Plate Flows With Blowing. For flat-plate flows with blowing, 
we have made calculations for the data of Mickley and Davis 
[10], Jonsson and Scott [11], McQuaid [12], and Simpson et al. 
[13]. The results are shown in Figs. 1-11. 

Figs. 1-4 show the results for the data of Mickley and Davis 
for two different blowing rates, namely, F = 0.002 and 0.003. As 
was noted by Stevenson [16] there was a slight pressure gradient 
for the case F = 0.003. For this reason, calculations were made 
with and without the pressure-gradient effect for this case. A 
least-squares curve fit was used to obtain the following smooth 
velocity distribution from the experimental data: 

48.6 + 0.075a; - 0.000396a:2 (16) 

In (16), ut is in feet per second and x is in inches. 
Fig. 2 shows a comparison of calculated and experimental ve­

locity profiles for three different Hg values for F = 0.003. These 
calculations were made by using the velocity distribution given 
by (16). 

The effect of pressure gradient on the calculated momentum-
thickness values is shown in Fig. 3. I t is quite evident that the 
calculated 6 values agree well with the experimental values when 
the pressure gradient is taken into account. 

Fig. 4 shows a comparison of calculated and experimental 
local skin-friction values, together with those given by Stevenson 
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Fig. 4 Comparison of local skin-friction values for the boundary layer 
measured by Mickley and Davis [10]; F = 0.003 
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Fig. 5 Comparison of R# values for the boundary layer measured by 
Jonsson and Scott [11] 

[16]. In reference [16] Stevenson considered the pressure-
gradient effect in the data of Mickley and Davis (which Mickley 
and Davis had neglected) and, by using the momentum integral 
equation, demonstrated that when the pressure-gradient effect 
was considered, the experimental local skin-friction values were 
much higher than the values estimated by Mickley and Davis. 

Calculations were made by using the eddy-viscosity formula­
tion of [5], with damping-length constant given by (9), as well 
as by using the eddy-viscosity formulation of [6], A — 26v 
(p/Tw)1/'1. In both calculations the velocity distribution given 
by (16) was used. The calculated results obtained by using the 
present formulation agree quite well with those given by Steven­
son and disagree by a factor of two with those obtained by 
Mickley and Davis. 

In reference [11], Jonsson and Scott made an experimental 
study to investigate the effects of uniform air injection into the 
turbulent boundary layer on a circular cylinder in axial flow. 
The blowing-rate parameter F varied from 0 to 0.0021, and the 
Reynolds number based on free-stream conditions varied from 
4.0 X 105 to 10.6 X 105. Fig. 5 shows a comparison of calcu­
lated and experimental Kg values for two blowing rates, F = 
0.00087 and 0.0021. Fig. 6 shows the velocity profiles for F = 
0.0021. The agreement in both cases seems to be good. 

In reference [12], McQuaid described an extensive series of 
mean-velocity measurements on the incompressible turbulent 
boundary layer with distributed injection. He measured 
boundary-layer developments along a porous flat plate for blow­
ing rates F between 0 and 0.008 at free-stream velocities of 50 
and 150 fps. He used the momentum integral equation to ob­
tain the local skin-friction coefficient. As was pointed out by 
Simpson et al. in reference [13], the reported skin-friction values 
of McQuaid are very uncertain for these data. The reasons are 
that (a) there is variation in injection velocity over the test sur-

o 
B 

V 

RUN A - 9 "1 DATA OF 

RUN A - II I JONSSON 

RUN A - I 2 j 3 SCOTT 

- PRESENT METHOD 

6 

y/e 

Fig. 6 Comparison of calculated and experimental velocity profiles for 
the blown boundary layer measured by Jonsson and Scott [11] 

Fig. 7 Comparison of calculated and experimental velocity profiles 
measured by McQuaid [12] 

face, (b) the usable test section is short, and (c) the fact that F 
is subtracted from the momentum-thickness gradient to obtain 
the local skin-friction coefficient. 

Fig. 7 shows comparisons of calculated and experimental 
velocity profiles for three different Re values for F = 0.0046. 
Figs. S and 9 show the results for a flow involving discontinuous 
injection. The calculations were started by using the experi­
mental velocity profile at x = 0.958 ft and were continued down­
stream with a uniform injection rate, F = 0.0034, up to and in­
cluding x = 1.450 ft. The blowing rate was set to zero at x = 
1.460 ft and at all subsequent downstream locations. The Ax 
spacing near the point of discontinuity was taken as follows: 

x (ft) 
F 

1.450 
0.0034 

1.460 
0 

1.463 
0 

1.4667 
0 
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Fig. 8 Comparison of calculated and experimental displacement and 
momentum thicknesses for the boundary layer with discontinuous injec­
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Fig. 9 Comparison of calculated and experimental velocity profiles for 
the boundary layer wi th discontinuous injection measured by McQuaid 
[12 

This spacing was selected arbitrarily. The first and the last 
values of x in the above table correspond to the stations where 
velocity-profile measurements were reported. Results show 
that the experimental trends are closely followed by the calcula­
tions, including the results for the region after which the mass 
transfer is zero. 

Probably the best experimental data on incompressible turbu­
lent boundary layers with mass transfer are those obtained by 
Simpson et al. [13]. These measurements were made for a wide 

PRESENT METHOD 

DATA OF SIMPSON ET AL 

0 2 4 6 8 10 12 

y/0 

Fig. 10 Comparison of calculated and experimental velocity profiles for 
the blown boundary layer measured by Simpson, e ta l . [13] 

C,XI0* 6 
G DATA OF SIMPSON ET AL 

PRESENT METHOD 

Fig. 11 Comparison of calculated and experimental local skin-friction 
values for data of Simpson, et a l . [13] 

range of blowing parameter F a t a constant free-stream velocity 
of 44 fps. The velocity profiles were measured and the local 
skin-friction values were obtained by using a momentum-integral-
equation method and a viscous-sublayer-model method. Both 
methods were found to give almost the same local skin-friction 
value. With the exception of 2 out of 95 traverses, the values 
of skin friction for a given traverse obtained by both methods 
agreed within the experimental uncertainty. 

Figs. 10 and 11 show comparisons of calculated and experi­
mental velocity profiles and skin-friction values, respectively, 
for the blowing rate F = 0.00950. Considering that this is a 
rather high blowing rate, the agreement is satisfactory. 

Flat-Plate Flows With Suction. For flat-plate flows with suction, 
we have made calculations for the data of Tennekes [14] for 
two suction rates, F = -0.00312 and -0.00429. The results 
are shown in Figs. 12-14. Fig. 12 presents comparison of calcu­
lated and experimental velocity profiles. Calculations were 
made by using the eddy-viscosity formulation of [5 ,6] . The 
results obtained by using the formulation of [5] show a marked 
improvement over the formulation of [6] which was restricted 
to flat-plate flows with no mass transfer. 

Figs. 13 and 14 show comparisons of calculated and experi­
mental values of momentum thickness and local skin friction, 
respectively. The agreement of the former is good, and a slight 
discrepancy in the calculated and experimental values is prob­
ably due to the assumptions made in the u/u, values very'^close 
to the wall in order to obtain the experimental 8 values. On 
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Fig. 12 Comparison of calculated and experimental velocity profiles for 
the experimental data of Tennekes [14]. The calculations were made 
with the eddy-viscosity formulation of [5] and [6]. 
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Fig. 13 Comparison of calculated and experimental momentum-
thickness values for the experimental data of Tennekes [14] 
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Fig. 14 Comparison of calculated and experimental local skin-friction 
values for the experimental data of Tennekes [14] 

the other hand, at the beginning the agreement in cf values is not 
good. However, as the calculations proceed downstream, the 
discrepancy decreases and the results agree better with the experi­
mental data. 

Pressure-Gradient Flows With Blowing. Figs. 15-18 show the re­
sults for pressure-gradient flows with blowing. The experimental 
data are due to McQuaid. 

Figs. 15 and 16 show the results for a favorable pressure-
gradient flow for a blowing rate of F = 0.008. The calculations 
were started by using the experimental velocity profile at x = 

SxlO 
~FT 

Fig. 15 Comparison of calculated and experimental displacement and 
momentum thicknesses for the boundary layer in a favorable pressure 
gradient measured by McQuaid [12] 

F * .008 

DATA OF MCQUAID 
PRESSURE DIST. I I 

PRESENT METHOD 

y/e 
10 

Fig. 16 Comparison of calculated and experimental velocity profiles 
for the boundary layer in a favorable pressure gradient measured by 
McQuaid [12] 

0.958 ft and were continued downstream with the given blowing 
rate. I t is interesting to note that in Fig. 15 the deviations cf 
the calculated 5* and 9 values from their experimental values are 
not reflected in the velocity-profile comparisons of Fig. 16. 

Figs. 17 and 18 show the results for an adverse pressure-
gradient flow with a blowing rate of F = 0.002. The calcula-
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Fig. 17 Comparison of calculated and experimental displacement and 
momentum thicknesses for the boundary layer in an adverse pressure 
gradient measured by McQuaid [12] 
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Fig. 18 Comparison of calculated and experimental velocity profiles 
for the boundary layer in an adverse pressure gradient measured by 
McQuaid [12] 
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Fig. 19 Comparison of calculated and experimental velocity profiles for 
the accelerating boundary layer measured by Julien, et a l . [15] 

tions were started by initially matching the zero-pressure-
gradient data for the given blowing rate at x = 0.958 ft. Ve­
locity-profile comparisons of Fig. 18 show that agreement with 
experiment is very good, even at locations far downstream for 
which the agreement of d* and 6 with experiment, as shown in 
Fig. 17, is not as good. 

Highly Accelerating Flows With and Without Mass Transfer. In refer­
ence [15], Julien et al. have reported a number of velocity-profile 
data for blown, unblown, and sucked accelerated boundary 
layers. The pressure gradients investigated are those corre­
sponding to constant values of the acceleration parameter 
K = (v/u/)(dujdx). The three values of K considered are 
0.57 X 10^6,0.77 X lO - 6 , and 1.45 X lO"6. For each accelera­
tion parameter, the surface boundary conditions cover a range of 
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Fig. 21 Comparison of calculated and experimental velocity profiles 
for the accelerating boundary layer measured by Julien, et a l . [15] 

constant blowing and sucking fractions from F = —0.004 to 
0.006. 

Calculations made for the experimental data are shown in 
Figs. 19-21. The comparisons presented in Fig. 19 all s tart 
with flat-plate flow and continue with a uniform acceleration 
parameter. On the other hand, although the comparisons 
presented in Fig. 20 start and continue in the same way as 
those in Fig. 19, they end in the presence of zero pressure gradient. 
The relative importance of these results, compared to those in 
Fig. 19, is tha t the calculations account well for the removal of 
the pressure gradient. In general, the agreement between calcu­
lated and experimental results is quite satisfactory. But the 
results for a boundary layer with suction presented in Fig. 21 do 
not agree at all with experiment. The experimental velocity 
profiles cleaiiy show the features of a laminar flow, and the 
calculated results show the features of a turbulent flow. How­
ever, it is to be 2ioted that the Reynolds number {or this flow is 
very low. Obviously, the empirical constants used in the eddy-
viscosity formulas are not appropriate for these flows. 

In addition to the experimental data of Julien et al., we have 
also considered two sets of experimental data that included heat 
transfer. These are the data of Back [17, 18]. Measurements 
were made for two accelerating flows of varying degrees of ac­
celeration at constant heat flux. A comparison of calculated 
and experimental velocity profiles together with local skin-
friction values and local Stanton numbers, St, defined by 

St = -Qw 

p.«.(H. - HJ 
(19) 

Fig. 20 Comparison of calculated and experimental velocity profiles 
for the accelerating boundary layer measured by Julien, el a l . [15] 

is shown in Figs. 22 and 23. The solution of the energy equation 
as described in [3] was obtained for a constant turbulent Prandtl 
number of 0.9. The results show that for ut = 110 fps, which 
corresponds to a relatively high Reynolds number in comparison 
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Fig. 22 Comparison of calculated and experimental velocity profiles for 
the highly accelerating boundary layer measured by Back [17], ue = 110 
fps 

to the other one, the agreement is rather good. The agreement 
in velocity profiles improves with increasing Reynolds number. 
On the other hand, the agreement for u„ = 52 fps is not good at 
all. However, the authors believe that the discrepancy be­
tween prediction and experiment is not only due to the flow 
acceleration but also due to the Reynolds-number effect. I t is 
also important to note that the agreement in velocitj^ profiles for 
K = 0, R« = 420 is bad, but that the agreement for K = 4.7 X 
10~c, Re = 265 (which corresponds to a very highly accelerating, 
laminarizing flow) is satisfactory. It is also quite possible that 
the present eddy-viscosit3' formulation does not apply at such 
low Reynolds numbers. 

Prediction of Stanton Number for Flat-Plate Flows With Suction and 
Blowing. The present method, although not described in this 
paper, also has the capability of predicting heat-transfer rates 
with mass addition [3]. For this reason, calculations were also 
made to investigate the accuracy of calculating Stanton numbers 
for flows with heat and mass transfer. The experimental data 
of Moffat and Kays [19] were chosen for this purpose, and calcu­
lations were made for various flat-plate flows with suction and 
blowing. Again, the turbulent Prandtl number was assumed 
to be 0.9. The results as shown in Fig. 24 are in good agreement 
with experiment. 

Concluding Remarks 
A general method was presented for predicting two-dimen­

sional incompressible turbulent boundary layers with mass 
addition. Also, several highly accelerating flows with and 
without mass transfer were considered. The results show that 
the agreement between calculated and experimental results is 
quite satisfactory and tha t the proposed modification of the 
inner eddy-viscosity formula accounts very well for mass-transfer 
effects. The results also point out that as the Reynolds number 
decreases, the agreement between predicted results and experi­
mental results becomes poorer. Although it is difficult to say 
at what Reynolds number this difference begins to be noticeable, 
according to the comparisons presented here, it seems to be 
around R^ = 1000. However, this is a weak effect until R# de­
creases more and becomes as low as 500. Then the discrepancy 
increases. But this time the question arises: Are the boundary 
layers positively turbulent at these Reynolds numbers? Ac­
cording to Preston [20], a necessary but not a sufficient condition 
for the minimum value of R# at which a flow can be turbulent is 
around 320. More experiments are needed to clarify the situa­
tion at such low Reynolds numbers. 

Fig. 23 Comparison of calculated and experimental velocity profiles 
for the highly accelerating boundary layer measured by Back [17], ue = 
52 fps 

OOQQ^f-YYlQrp-tO-i - .0075 

DATA OF MOFFAT 
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Fig. 24 Comparison of calculated and experimental Stanton numbers 
for the boundary layer measured by Moffat and Kays [19] 

The results also indicate the need for some improvement in 
the present eddy-viscosity formulas to account for low-Reynolds-
number flows. This is not surprising, since the empirical con­
stants being used in the eddjr-viscosity formulas were obtained 
from data at high Reynolds number, for R# > 5000. 
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Highly Accelerated Compressible 
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Exact numerical solutions have been obtained for highly accelerated self-similar laminar 
boundary layer flows with and without mass transfer. Values of the acceleration 
parameter /3 in the range 0 to 20 were considered. Variable gas properties were realis­
tically modeled by assuming p « h^1, n °c h", and Pr = constant. The results pre­
sented show the dependence of wall shear stress, heat transfer rate, and displacement 
thickness on the problem parameters which include /?, Mach number, wall enthalpy ratio, 
mass transfer rate, 00 and Pr . The inadequacy of solutions obtained under the simplify­
ing assumptions of'Pr = 1.0 anda> = 1.0 is clearly displayed. The numerical solution 
procedure employed proved quite adequate for a class of problem which has presented 
serious difficulties to previous investigators. 

Hi' 
Introduction 

IIGHLY accelerated laminar boundary layer flow, in 
regions of large favorable pressure gradient, are found in a num­
ber of engineering situations. Of particular interest is flow in a 
rocket nozzle throat, and flows over a supersonic compression 
cone or blunt hypervelocity vehicle. These flows are generally 
nonsimilar in character and their exact analytical prediction re­
quires the direct solution of the partial differential form of the 
governing conservation equations. However, a simpler ap­
proach, which often yields adequate estimates of the wall shear 
stress and heat transfer rate, is the method of local similarity, 
wherein the boundary layer behavior is assumed to be a function 
of local parameters only. Lees [1]2 proposed the local similarity 
method for the calculation of heat transfer from accelerated 
laminar boundary layers over cooled surfaces. Back and Witte 
[2] showed that the method gave good heat transfer predictions 
for much larger values of the free-stream acceleration parameter, 
/3, than originally considered by Lees. More recently Marvin 
and Sinclair [3] investigated flow over the shoulder of a cooled, 
flat-faced cylinder and showed that the local similarity method 

1 Computer time for the numerical calculations was provided by 
the Campus Computing Network of the University of California, 
Los Angeles, Calif. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Space Technology and Heat Transfer Conference, Los Angeles, Calif., 
June 21-24, 1970, of T H E AMERICAN SOCIETY OF MECHANICAL ENGI-
NEEKS. Manuscript received by the Heat Transfer Division March 
31, 1970; revised manuscript received October 21, 1970; final revision 
received March 4,1971. Paper No. 70-HT/SpT-34. 

gave predictions of shear stress and heat transfer which were in 
good agreement with the results of exact nonsimilar calculations. 
Adequate agreement with experimental heat transfer data was 
also demonstrated. Thus, similarity solutions for highly ac­
celerated flows have practical utility when used in conjunction 
with the assumption of local similarity. In addition, such solu­
tions conveniently exhibit the effects of various flow parameters 
such as free-stream acceleration, Mach number, wall enthalpy 
ratio, real gas property variations, and mass transfer rate. 

The engineering problems mentioned above are characterized 
by all or some of the following features: (i) a large temperature 
difference across the boundary layer, (it) a high free-stream 
Mach number, (Hi) surface mass transfer. These features put 
constraints on the simplifying assumptions which can realistically 
be used when obtaining solutions to the governing equations. 
A large temperature difference implies that the often-used con­
venient simplification of a constant density-viscosity product 
across the boundary layer is inappropriate and more realistic 
gas property variations should be considered. If the Mach 
number is api^reciable the assumption of unity Prandtl number is 
inappropriate since viscous dissipation effects are thereby over­
simplified. These two simplifying assumptions have been used 
by a number of authors, the most recent study being that of 
Back [4] who considered flows with values of the free-stream ac­
celeration parameter /3 from 0 to 20. The reader is also referred 
to [4] for a review of earlier work on accelerated boundary layers. 
Dewey and Gross [5] employed realistic gas properties (p & /i"1, 
ix K hu, Pr = constant) and obtained similarity solutions for f3 
up to 5, with the effects of mass addition included. The same 
authors obtained solutions for the limiting condition of /3 -»• OD 
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gave predictions of shear stress and heat transfer which were in 
good agreement with the results of exact nonsimilar calculations. 
Adequate agreement with experimental heat transfer data was 
also demonstrated. Thus, similarity solutions for highly ac­
celerated flows have practical utility when used in conjunction 
with the assumption of local simihtrity. In addition, such solu­
tions conveniently exhibit the effects of various flow parameters 
such as free-stream acceleration, Mach number, wall enthalpy 
ratio, real gas property variations, and mass transfer mte. 

The engineering problems mentioned above are characteri~ed 
by all or some of the following features: (i) a large tempemture 
difference across the boundary layer, (ii) a high free-stream 
:lVIach number, (iii) surface mass transfer. These features l)ut 
constraints on the simplifying assumptions which can realistically 
be used when obtaining solutions to the governing equations. 
A large temperature difference implies that the often-used con­
venient simplification of a constant density-viscosity product 
across the boundary layer is inappropriate and more realistic 
gas property variations should be considered. If the Mach 
number is appreciable the assumption of unity Prandtl number is 
inappropriate since viscous dissipation effects are thereby over­
simplified. These two simplifying a.~sumptions have been used 
by a number of authors, the most recent study being that of 
Back [4] who considered flows with values of the free-stream ac­
celeration parameter (3 from 0 to 20. The reader is also referred 
to [4] for a review of earlier work 011 accelerated boundary layers. 
Dewey and Gross [.5] employed realistic gas properties (p a: h-I, 
j.J, 0: hW , PI' = constant) and obtained similarity solutions for (3 
up to 5, with the effects of mass addition included. The same 
authors obtained solutions for the limiting condition of (3 -+ 00 
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where a singular perturbation problem obtains in which the 
velocity boundary layer thickness is of the order 8 ~1'2 with re­
spect to a total enthalpy layer of order unity. Dewey and Gross 
note that exact numerical solutions are very difficult to obtain 
for values of 8 greater than 2. The nonuniform convergence of 
/'(?;) near the wall for 8 —»- co presents calculational difficulties 
even for moderate values of 8- As a result very few numerical 
solutions for /? > 2 are in fact presented in reference [5]. 

The objective of the present study was to obtain, using realistic 
gas property models, exact numerical boundary layer similarity 
solutions for a range of j3 from 0 to 20. These solutions allow 
the effect of 8 on such quantities as the wall shear stress, heat 
transfer rate, and displacement thickness to be clearly exhibited 
and also can be used for further evaluation of the lower limit of 
applicability of the asymptotic solutions for ;8 —»- co. However, 
we view the present study as having a deeper significance inas­
much as we have demonstrated that our calculation procedure 
is quite satisfactory for high 8 flows. The way is now clear for 
studies of more complex high 8 flow problems. After all, real 
flows with mass transfer invariably involve foreign gases and 
chemical reactions. Furthermore, even the relatively simple 
question of the behavior of the recovery factor in high 8 flows of a 
perfect gas is yet to be resolved [4, 5]. 

Analysis 
The coordinate system is chosen such that s is measured along, 

and y perpendicular to, the surface; the corresponding velocity 
components are u and v, respectively. For steady laminar 
boundary layer flow the governing equations for a perfect gas are 

d d 
— {pur*) + — (pvre) = 0 
ds dy 

du du 
momentum: pu h pv = 

ds dy 

dH dH 
total enthalpy: pu \- pv 

ds dy 

dy \ 

ds dy \ 

\ dy J dy 

CD 

(2) 

(3) 

The geometrical index e assumes a value of 1 for axisymmetric 
flows and 0 for planar ones. Second-order boundary layer effects 
such as transverse curvature will be neglected. External force 
fields and radiative energy transport are absent. The boundary 
conditions imposed on the set of equations are 

V 0: u 0 

pv = m 

H = h. 

(4) 

u 

H H. 
(5) 

Following Lees [1] the transformation x, y -* £, r\ is made where 
the Levy and Mangier transformations have been combined in 
defining 

_ P.u. Cv
 t P^ 

f = I pjJ..uj-iedt 

dy 

A stream function \p is introduced such that 

d^ d\p 
— ; pvr* = — — 
dy ds pur' 

(6) 

(7) 

(8) 

and choosing \j/{^, TJ) = (2%)l/2f(i)) leads to u/ue = df/drj = / ' . 
Under this transformation the conservation equations for self-
similar flows become 

momentum 

total 

(C/T + ff" = 8° (f1 - —J 

enthalpy: (£ g'Y + fg> = E 2C (~ - l ) /'/" 

(9) 

(10) 

subject to the boundary conditions 

V = 0: / ' = 0, / = / „ g = 

? ? - * - » : / ' - * 1 , g-»l 

where 

C PIX • 8° 2
<nilUe- a H • 

pji, d In £ He 

-- 9s 

E = 
u* 

2H, 

(11) 

(12) 

Following Dewey and Gross [5], a model gas is chosen, with the 
properties 

p cc h'1; p, a h"; Pr = constant 

thereby eliminating temperature level as a parameter of the 
problem. For the model ga.s equation (9) can be recast in the 
form 

(Cf"Y + ff" = 0(/ '« - g) (13) 

where 8 = /S°/(l — E). The parameter 8 is found to be more 
appropriate than 8" for scaling pressure gradient effects in high 
Mach number flows. The problem parameters are therefore /?, 
E, g8, f„ Pr, and co. A value of the viscosity exponent w equal to 
1.0 yields the familiar constant density-viscosity product simpli-

-Nomenclature-

c = 
PM 

PeVe 

E = —4-, Mach number or flow speed 
2-f2e 

parameter 
/ = dimensionless stream function 

H 

h = enthalpy 
H = total enthalpy 
j = mass diffusive flux 
k = thermal conductivity 

rh = mass transfer rate 
p = pressure 

Pr = Prandtl number 

1 = 

Sc 

*. y 
U, V 

8' = 2 

«i 

e 

V 

conductive heat flux 
radius of an axisymmetric sur­

face; recovery factor 
Schmidt number 
boundary layer coordinates 
velocity components 

d In uc 

din £ 

displacement thickness 
geometrical index 
transformed coordinate normal to 

the surface, equation (6) 
dynamic viscosity 

acceleration parameter 

P 
t 

T 

4* 
0) 

= density 
= transformed coordinate along the 

surface, equation (7) 
= shear stress 

= stream function 
= exponent in viscosity-

relation 

Subscripts 

t 
s 

= 
= 

free stream 
surface 

enthalpy 

Superscripts 

= differentiation with respect to T] 
* = zero mass transfer 
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Fig. I Behavior of the operator F 

fication (C = 1.0); co = 0.7 is appropriate for low-temperature 
flows while u = 0.5 may be regarded as a limiting value for high-
temperature flows. Gross and Dewey [6] have demonstrated 
that solutions obtained for a power-law viscosity relation can be 
related to solutions obtained for the Sutherland viscosity law 
through the Eckert reference enthalpy. Fig. 8 of reference [6] 
suggests that 0) = 0.5 and 0.7 are the most appropriate exponents 
to use in parametric studies. Most of the present computations 
were performed for Pr = 0.715, a value appropriate for air and 
indeed most other gases. Although additional computations were 
performed with Pr = 0.740 and Pr = 1.0, it was not considered 
worthwhile to study parametrically the effect of Prandtl number. 

In contrast to Back and Witte [2] and Back [4] we are not 
concerned tha t most of the solutions obtained do not have cor­
responding physically real self-similar flows. This viewpoint 
is in accord with our stated objectives of providing data for use 
in the local similarity method, and the study of the effects of 
various problem parameters, in particular /3, E, gs, and / s . 

Solution Procedure 
The method of solution employed here was developed and ap­

plied to the computation of a wide range of boundary layer flow 
problems in [7]. Only a brief outline of the method will be given 
here to indicate the basic approach and its departure from tech­
niques previously emploj'ed to solve the boundary layer equations. 
Reference [7] contains complete derivations, mathematical 
proofs, and illustrative examples of applications. The main 
feature of the method is the application of functional analysis to 
embed specific boundary layer problems in the complete class of 
self-similar three-dimensional multicomponent boundary layer 
flows. Thus, the general problem is considered in terms of an 
operator on the solution vector X whose components are the 
principal dependent variables of the conservation equations, i.e., 
X = (TJ, r2, q, ji, . . ., j n ) , where Tt, T% are the shear stress functions 
in the principal directions, q is the conduction heat flux function, 
and ji are the species diffusion flux functions. Inspection of the 
equations governing multicomponent three-dimensional bound­
ary layer flows shows that they may be expressed in functional 
form as 

¥ + GX-H 
ar] 

Formal integration of these equations, subject to the imposed 
boundary conditions, yields a relation which in functional form 
may be written as 

X = FX 

Here F is an operator on X, and is itself a function of X since it 
depends on the basic functions in the conservation equations. 
By casting the equations into this form, the problem is now viewed 
in terms of mapping of functions into themselves, and may be in­
vestigated using techniques of functional analysis. For constant-
property boundary layers, the operator F is a known function 
whose characteristics are readily investigated by means of standard 
techniques of functional analysis. In such cases the applicability 
of simple iterative schemes such as 

Xi = FXi-i 

may be ascertained by means of the Banach fixed-point theorem, 
e.g., Saaty [8], which assures convergence if the norm of the 
operator F is less than unity. The behavior of the operator on 
the solution vector is easily studied by means of simple analogues 
since all the conservation equations of boundary layer flows have 
the same functional form and, therefore, all the components of the 
solution vector have similar characteristics. Considerable in­
sight into the solution procedure may be obtained from a study of 
the graph of norms of FX and X shown in Fig. 1. Since no 
confusion is likely at this point, the conventional notation for 
norms will be omitted in the graph and in the following discussion. 

The investigation of reference [7] showed that the curve in 
Fig. 1 is quite representative of a wide class of constant-property 
boundary layer flow problems. I t is readily seen that on the 
open sets in the two quadrants bounded by the functions FX = X 
and FX — 2X * — X, any iteration procedure will converge to the 
solution X*. In the octants bounded by FX = 2X* — X and 
X = X*, the Banach fixed-point theorem does not hold, and an 
iteration process will diverge. A typical example starting at Xo is 
shown in the figure, with the arrows indicating the direction of the 
procedure. However, if instead of taking the first computed 
value of Xi = FXQ as the succeeding approximation, the range of 
F is restricted and some intermediate value AY is taken, then 
successive solutions are forced into the region where the Banach 
fixed-point theorem does apply. This behavior is shown by the 
dotted path in the figure. 

The preceding discussion does not apply directly to variable-
property flows, particularly when the {pjj,) product varies ap­
preciably across the boundary layer. The operator F is now a 
function of the current approximation to the solution vector; 
in fact the whole successive approximation procedure is a function 
of the initial guesses. The procedure now may be expressed in 
functional form as 

Xi = Fi-tXi-,. 

since only the previously computed values of C, p, Pr, and Sc are 
employed in the evaluation of the operator. In mathematically 
simple problems this complication presents no difficulties and it 
was found in reference [7] that, even with complex flow composi­
tion, straightforward iterative solutions are readily obtained for 
stagnation point and low Mach number flat-plate flows. Such 
problems are mathematically simple because the operator is a 
contraction mapping everywhere, and thus a convergent solution 
is obtained from any arbitrary initial value. The scarcity of 
published data for the mathematically difficult problems such 
as highly accelerated, variable-property flows, is due primarily to 
the inability of simple iterative techniques, or the more primitive 
"shooting" methods, e.g., Back [4], Dewey and Gross [5], to 
establish convergent sequences. 

For variable-property flows no single function of F against X 
can be derived since the progress of the successive approximations 
depends on the initial values and also on the details of the calcula­
tion procedure. There is no direct correspondence between X 
and F since in the approximating sequence the value of F is one 
computing step behind the calculated value of X. In relatively 
simple problems the norm of the vector X is taken to be pro­
portional to the integrals of the component of the vector. Thus 
in the simplest examples the restriction of the range of operator 
reduces to the well-known technique of averaging of successive 
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Fig. 2 Nondimensional shear stress C,f," = , as a function of 
p„U,' r^lAe 

(3: effect of £ for fs = 0 . Pr = 0 .740 , w = O.S unless otherwise speci­
fied. 

approximations. In difficult problems a more sophisticated 
approach is necessary, and not only must the norm of X be more 
carefully defined, but also the locus of the solution vector X must 
be selected to minimize the norm of F. 

The locus of X toward the solution X* is controlled by variation 
of the problem parameters Pr, gs, co, /3, E, which are selected in 
such a way tha t the iteration process remains in the vicinitjr of 
the convergent quadrants. Ultimately the desired problem 
parameters and the imposed boundary conditions must be em­
ployed but, for efficient computations, a gradual relaxation of the 
parameters toward these final values has been found to be rather 
effective. In practice it was found convenient to restrict the 
range of the operator for all calculations because it was then 
possible to perform extensive parametric studies in a single pass 
through the computer. The resulting small increase in computer 
time was thought to be worth the convenience. 

The highly accelerated flows studied here are particularly dif­
ficult to compute because the curve representing the functional 
relations is very steep (i.e., the norm of the operator is equal to or 
greater than one). In these cases it is necessary to approach the 
solution (i.e., the fixed point of the operator) very gradually by 
placing severe restrictions on the range of the operator. I t ap­
pears that, as /3 —»• % the solution tends asymptotically to the 
line X = X*, and a singular perturbation situation obtains. 
I t is of some interest to note that the solution curves, which fall 
on the open sets in the octants bounded by X = X*, FX = X, 
cannot be solved by the iterative techniques developed in ref­
erence [7] because no stable converging sequence can be estab­
lished. 

The accuracy and reliability of the method were demonstrated 
in reference [7] for a broad range of problem classes. In addition 
we present here Tables 1(a) and 1(6) which show comparisons of 
our data with those of Dewey and Gi'oss [5] and Back [4], re­
spectively. The good agreement displayed gives confidence in 
the reliability of our method. We estimate that the data ob­
tained in the present study have at least 3-decimal-place accuracy, 
and 4-decimal-place accuracy for all cases where j8 < 10. The 
data were obtained in a series of parametric runs of about 60 cases 
each. The computation time on the I B M 360/91 computer was 
about 3 sec per case. No attempt was made to optimize the 
speed of the computations which consisted of elementary quadra­
tures and property calculations. 

Results and Discussion 
Of primary engineering importance are the wall shear stress, 

the heat transfer rate, and the boundary layer dispacement 
thickness. Our objective is to demonstrate the manner in which 
these quantities depend on the problem parameters /?, E, gs, fe, 

4.5i— 
0.6 = 95 

T (2£) /2 
Fig. 3(a) Nondimensional shear stress C,fs" = —— — — as a function 

P,Ue rcHe 
of /3: effect of a for E = 0 , h = 0 . Pr = 0.715 unless otherwise speci­
fied. 

0 2 4 6 8 10 12 14 16 16 20 

$ 

Fig. 3(b) Nondimensional shear stress CJ," = —— — as a function 
Pell/ rEIXe 

of 0: effect of w and Pr. E = 0.5, gs = 0 . 1 , f, = 0 . 

and co. As mentioned in the Introduction, Back [4] has studied 
the problem in detail for an impermeable wall (/„ = 0) with the 
simplifying assumptions of Pr = 1 and co = 1. The reader is re­
ferred to [4] for a rather comprehensive discussion of the general 
features of high /3 flows. We shall focus here on the effects of co, 
E for Pr p£ 1, and mass transfer (/, ^ 0). In this regard, the 
manner in which Back handled the Mach number parameter 
(here u//2He, referred to by Back as the flow speed parameter) 
requires some elaboration. Under the assumption of Pr = 1, and 
regarding /3 rather than /3" as the acceleration parameter, E does 
not appear in the governing conservation equations. Thus, for 
example, Back's solution for the nondimensional wall shear stress, 
Cs/S", is a function of /3 and gs only, and E affects the wall shear 
only through the scaling of /3° in the relation (3 = /8°/(l — E). 
In contrast, we have taken Pr ^ 1 and thus our solutions for CJS" 
(see, for example, Fig. 2) exhibit a marked dependence on E inde­
pendent of that which is contained in ft. Back does present 
boundary layer profiles and thicknesses which have both P and E 
as parameters; in transforming from the rj plane to the physical 
plane Back reintroduces E as a parameter by arbitrarily assigning 
a value to E in the relation he = (1 — E)He. But, as can be seen 
from equation (10), Back's assumption of Pr = 1 conveniently 
eliminates the computationally awkward viscous dissipation term 
which is scaled by E. Also, his further assumption of C = 1 com­
pletely removes the independence from the governing differential 
equations, equations (10) and (13), thereby greatly reducing the 
computational task. Since the main issue is the realistic repre­
sentation of engineering problems, we do not believe that the 
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Fig. 4 Normalized shear stress as a function of mass injection rate: F'B- 5 Normalized shear stress as a function of mass injection rate: 
effect of a. B = 0 , Pr = 0 .715 , g , = 0 .2 . effect of E. Pr = 0.7TS, g„ = 0 .6 , a = 0 .5 . 

effects of E displayed in reference [4] have engineering utility. 
Real gases have Pr ^ 1 and C ^ 1; we do not see how Pr ^ 1 
effects, as a function of flow speed, can be ascertained from solu­
tions of an energy equation which omits the viscous dissipation 
term. For example, Fig. 12(6) shows that there is little re­
semblance between profiles calculated following Back's approach, 
and our results for realistic gas properties. With the role to be 
played by E in the present study thus established, we now proceed 
to a detailed discussion of the results. 

Wall Shear Stress. Fig. 2 shows the effect of the Mach number 
parameter E on the nondimensional wall shear stress CJ/ = 
[Ts/PeUe2][(2t;y/2/rent,] for flow over an impermeable wall. The 
shear stress decreases quite markedly with increasing E, the ratio 
T/TE^O being comparatively insensitive to /?. The E = 0.5, 
cj3 = 0.6 curve nearly coincides with the Pr = 1.0, w = 1.0 curve; 
by chance these particular values of E and gs give Cs = 0.913, 
which is close to unity. Figs. 3(a) and 3(5) show the results of 

Table 1(a) Comparison of numerical data with results obtained by 
Dewey and Gross [5] . Pr = 0 .7 , a - 0.5, g„ = 0.15. 

B 

0.0 

0.0 

0.5 

1.0 

1.5 

2.0 

' 3.0 

E 

0.0 

0.5 

0.0 

0.5 

0.8 

0.0 

0.5 

0.8 

0.0 

0.5 

0.0 

0.25 

0.0 

Dewey £ 

f" 
s 

.2172 

.2764 

.2954 

.3785 

.5095 

.3493 

.4483 

.6050 

.3923 

.5040 

.4290 

.4773 

.4906 

Sross [5] 

g' 

.1605 

.1864 

.'1702 

.1995 

.2534 

.1755 

.2067 

.2645 

.1790 

.2115 

.1816 

.1941 

.1353 

Present 

f" 
s 

.2172 

.2764 

.2954 

.3785 

.5095 

.3493 

.4483 

.6050 

.3923 

.5040 

.4290 

.4773 

.4906 

Study 

g' 

.1606 

.1864 

.1703 

.2000 

.2534 

.1755 

.2066 

.2646 

.1790 

.2115 

.1816 

.1941 

.1853 

considering a realistic viscosity-temperature relation. As ex­
pected, the effect of w(p. cc h") is more marked for large enthalpy 
ratios across the boundary layer. The effect of wall cooling in 
reducing the effect of j3 on wall shear is clearly displayed in Fig. 
3(a). This is, of course, the "heavy surface layer" concept 
first discussed by Lees [1]. The reference curves for Pr = 1 on 
Figs. 3(a) and 3(b) demonstrate the expected small effect of Pr 
on the shear stress, though the effect clearly increases with wall 
cooling. 

Figs. 4 and 5 show the effect of mass injection on the wall shear 
stress. The results are presented in the conventional normalized 
form TJT,*, where r s* is the corresponding value of the shear 
stress for zero mass transfer. Such normalization removes the 
major dependence on property variations, but as Fig. 4 in par­
ticular demonstrates, a residual dependence does remain. I t 
can be seen that the effectiveness of injection in reducing the 
shear stress decreases markedly with increasing /3. Tha t this is 
to be expected may be deduced from the integral momentum 
balance of the boundary layer in the following manner. Com­
parison of, say, Figs. 2 and 5 shows that the absolute decrease in 
wall shear stress becomes substantially greater at high values of /?. 
The inner layer, where the velocity adjusts to its free-stream 
value, becomes relatively thinner with increasing jS, and hence the 
effect of injection on the wall velocity gradient becomes more 
marked. However, the integral momentum conservation equa­
tion indicates that, at high /3, the momentum balance is essen-

Table 1(b) Comparison of numerical data wi th results obtained by 
Back [4] . Pr = 1.0, w = 1.0, £ = 0 . 

6 

0 

0.5 

2 

5 

10 

15 

! 20 

Back 

f" 
s 

.46960 

.79520 

1.3334 

1.9824 

2.7162 

3.2789 

3.7528 

[4] 

g' 

.18784 

.20914 

.23063 

.24575 

.25623 

.26173 

.26531 

Present 

f" 
s 

.4696 

.7952 

1.333 

1.982 

2.715 

3.276 

3.747 . 

Study 

ss 

.1879 

.2092 

.2307 

.2458 

.2564 

.2619 

.2655 
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tially between r s and the pressure gradient terms. A large value 
of T„ obtains and consequently, on a percentage basis, there results 
the observed reduced effect of mass injection. 

Heat Transfer Rate. Figs. 6, 7(a), and 7(6) show the nondimen­
sional heat transfer rate (CJPr)g/ = lqs/peu,He][(2^/rep.t} as 
a function of ft for flow along an impermeable wall. The relative 
insensitivity of heat transfer to ft is due to the inner layer, where 
the velocity adjusts to its free-sti-eam value, being of thickness 
order ft~l'i with respect to a total enthalpy layer of order unity. 
Thus, in the limit ft —*• co the heat transfer is independent of ft and 
is given by the solution of the outer-layer equations. As ft —>• co 
the thermal resistance becomes wholly contained in the outer 
layer where the velocity is independent of ft. Fig. 7(6) shows 
that wall cooling has a rather insignificant effect on this in­
sensitivity of heat transfer to ft. Thus, a highly cooled wall is not 
required in order to exploit the local similarity approach in calcu­
lations of heat transfer at high ft. The marked effect of the 
Mach number parameter E displayed in Fig. 6 is, of course, pri­
marily due to viscous dissipation. A more appropriate ordinate 
would be a Stanton number based on the difference between the 
adiabatic wall and the wall enthalpies. However, in order to 
prepare such a graph, the dependence of the recovery factor r on ft 
for variable-property flows is required. Back [4] states that 
Kemp, Rose, and Detra [9] found r to be independent of ft for ft 
up to 2 and E up to 0.75. But in reference [9], calculations of r 
were made only for ft" = 0 and 1/i, so that an independence was 
not firmly established. In contrast, Dewey and Gross [5] state 
that, although they have not been able to prove it analytically, it 
appears that r = 1.0 for all values of Pr, u, and E in the limit 
ft —*• co. Finally, in [10] are presented extensive calculations of 
r for values of ft up to 2 where it is demonstrated that r decreases 
with increasing ft. A decrease of about 4 percent in the range 
0 < ft < 2 is typical. For Pr = 0.71 values of r of about 0.80 at 
ft = 2 are indicated; thus one must conclude that the uncertainty 
of r in the range 2 < ft < 20 might be even greater than 20 percent. 
Clearly further calculations of r for this range of ft are necessary 
before meaningful Stanton numbers can be constructed for the 
presentation of heat transfer data.3 Finally, as was the case for 
wall shear, the effect of co on heat transfer, as displayed in Figs. 

3 Subsequent to the original presentation of this paper a computer 
program was developed for the calculation of high /3 recovery factors. 
For Pr = 0.715, o> = 0.5, and E = 0.7, r was found to be as low as 
0.7415 at (3 = 20. Detailed results are presented in reference [11]. 

f 

/ 
y 

Pr = I.O, u=I.O, g , - 0 . 6 - 0.6 - g s 

- 0.2 

C a f2?lV2 
Fig. 7(a) Nondimensional heat transfer rate -^ g , ' = —s—- c 

Pr PcUJie reM« 
function of fi: effect of w and Pr. B = 0.5, gs = 0 . 1 , f, — 0 . 

Fig. 7(b) Nondimensional heat transfer rate — g s ' = — — as a 
Pr peu,He reM« 

function of /?: effect of w for E = 0, f, = 0. Pr = 0.715 unless other­
wise specified. 

7(a) and 7(6), becomes more pronounced with increased wall 
cooling. 

Figs. 8 and 9 show the effect of mass injection on the normalized 
heat transfer. In contrast to the normalized wall shear stress, 
qjq,* is relatively insensitive to ft. The reason for this behavior 
is to be found in the argument given above which explained the 
insensitivity of heat transfer to ft. The effect of injection on heat 
transfer must become independent oiftasft-^- °=- as the equations 
governing the outer layer ai'e independent of ft in that limit. 

Displacement Thickness. Fig. 10 shows the effect of ft on the non-
dimensional displacement thickness 

/."(?-')* 5i 
(2£)1/! 

Clearly displayed is the well-known characteristic of by, tha t of a 
decrease with wall cooling and even negative values when the 
mass velocity in the boundary layer becomes sufficiently high. 
The effect of viscous dissipation (E = 0) in increasing 8i is quite 
evident, as is the effect of ft in reducing 8i- The effect of ft is 
again due to the inner layer thickness being of order ft ~1//2 with 
respect to an energy layer of order unity, as illustrated by the 
velocity and enthalpy profiles in Fig. 12. Since pjp — h/he for 
a perfect gas, it follows tha t 

r (- - -) 
Jo \P UJ 

clr) 
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Fig. 8 Normalized heat transfer rale as a function of mass injection 
rate: effect of w. E = 0 , Pr = 0 .715, g„ = 0 .2 . 

Fig. 9 Normalized heat transfer rate as a function of mass injection 
rate: ef fectoff . Pr = 0 .715, g, = 0.6, a = 0.5. 
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Fig. 12(a) Effect of /3 on velocity and enthalpy profiles. E = 0, Pr = 
0 .715, oi = 0 .5, gs = 0 .2 , f, = 0 . 

must decrease with increasing p\ 
Fig. 11 shows the effect of mass injection on 6\; the range of /3 

on this graph has been restricted since no additional features were 
apparent for i3 > 10. Of interest is the fact that, whereas at low 
values of /3, mass transfer increases <5i, at higher values of /3 the 
effect is reversed. This anomaly is explained in terms of the 
effect of injection on the velocity and enthalpy profiles. At low 
values of j3, injection affects the displacement thickness primarily 
through the velocity profile and the behavior is as for incompressi­
ble flow. At high values of /3, injection affects Si primarily 
through the density profile as the velocity change is confined to 
the thin inner layer. Since pjp = h/ht the effect of injection on 
the density profile is in an opposite sense to the effect on the 
velocity profile. As can be seen from Fig. 11, these effects cancel 
in the range 1 < /S < 3 where Si is relatively unaffected by injec­
tion. That the interesting behavior of Si is encountered in the 
range 1 < (3 < 5 is of some consequence in evaluating the im­
portance of being able to obtain self-similar solutions for these 
values of p\ The ft values are too low for the /3 —»• co asymptotic 
solutions of Dewey and Gross [5] to be reliable, but nevertheless 
were large enough to present serious numerical difficulties for 
previous calculation procedures, and a resulting paucity of data. 

Suction. Figs. 13 and 14 show the effect of suction on the wall 
shear stress and heat transfer for E = 0 and E = 0.5. In 
addition to its engineering significance, such data is useful for 
substantiating arguments about the physical nature of boundary 
layer flows. The marked increase in shear and heat transfer 
with suction is quite apparent; the basically linear behavior at 
high rates of suction indicates an approach to the as3onptotie 
limit for strong suction investigated by Watson [12], Acrivos 
[13], and others. 
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(2f)" 

Fig. 12(b) Comparison of enthalpy profiles calculated according to 
Back's suggestion [4] and our exact results. E = 0 .9 , fs = 0 . 

Fig. 13 Normalized shear stress as a function of mass suction rate: 
effect of /3. Pr = 0 .715, w = 0.5, g, = 0 .2 . 

Correlation of Property Variation Effects. B a c k a n d W i t t e [2] 

have proposed that data obtained for shear stress and heat trans­
fer, under the assumption of C = 1, can be corrected for the 
effects of a more realistic viscosity law bjr introducing a factor Cs", 
independent of /? and E. A value of n equal to 0.12 was sug­
gested for shear stress and 0.10 for heat transfer. Since the 
correction is usually modest, the proposal has merit for engineer-

Fig. 14 Normalized heat transfer rate as a function of mass suction 
rate: effect of /3. Pr = 0 .715, u = 0.5, g , = 0 .2 . 

Table 2 Ratio of wa l l shear calculated according to the suggestion of 
Back and Wilte [2] to the corresponding exact value; r ' is defined by 
equation (14) . Pr = 0 .740, w = 0.5, g, = 0.6, fs — 0 . 
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0.0 

0.5 
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15.0. 

20.0 

E = 0 

C = 1.291 
s 

.970 

.960 

.954 

.946 

.937 

.931 

.927 

.925 

T' 

E = 0.5 

C = 0.913 
s 

1.047 

1.040 

1.030 

1.025 

1.015 

1.006 

1.002 

.999 

E = 0.9 

C = 0.408 s 

1.322 

1.325 

1.319 

1.306 

1.292 

1.280 

1.276 

1.266 

ing purposes. With values of E = 0 particularly in mind, Back 
[4] reevaluated this proposal and was uncertain as to the kind of 
correction, if any, that should be made, and indeed gives no recom­
mendation. In order to examine the merits of the correction 
proposed by Back and Witte [2], we present in Table 2 values of 
r ' defined by the equation 

cy-'y, (Pr = l.o, Q> = l.o) 
TS (Pr = 0.740, cu = 0.5) 

(14) 

Table 2 shows that the correction is quite useful at low values of 
E, but fails to handle the data for E = 0.9. The correction 
C s

0 1 2 was essentially based on variations of Cs due to wall cooling; 
it is clear that variations of C, due to Mach number are not re­
lated to shear stress in the same manner. In addition we note 
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tha t errors would be incurred by assuming the correction to be 
independent of mass transfer. For example, in Figs. 4 and 5, the 
effects of [5, w, and E displayed would require a correction over 
and above a zero mass transfer correction contained in TS*. For 
E ?^ 0 it would be of interest to explore the possibility of obtaining 
a correlation based on C evaluated at the Eckert reference en­
thalpy, rather than on Cs. However, as was the case in correlat­
ing heat transfer, the uncertainty with respect to the recovery 
factor at high /3 precludes such an evaluation at the present time. 

Conclusions 
Satisfactory solutions of compressible laminar boundary layer 

flow with mass transfer can be obtained only by considering 
realistic property variations. The often-used simplifying as­
sumptions of fj. <* h and Pr = unity leads to significant errors in 
the wall shear and heat transfer rate. The numerical solution 
procedure employed proved adequate for this class of problem; 
its use is indicated for the study of more complex high-/3 laminar 
boundary layer flows. 
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heat transfer normal to a heated cylinder in a supercritical fluid. 
Carbon dioxide with critical pressure of 1071 psia and critical 
temperature of 87.8 deg F was used as the working fluid. Various 
investigators have studied the problem of free convection from 
cylinders in supercritical fluids, with varied results. References 
[5-10] have worked with cylinders in carbon dioxide, [11] has 
worked in freon. The most complete studies are those of Gold­
stein [5] and Knapp [6] who reported heat flux differences of 
more than 100 percent for the same operating conditions. Both 
used a constant-flux cylinder, allowing the cylinder temperature 
to vary. Very limited work has been done in external flow with 
forced convection. Kato et al. [9] presented results for one 
pressure, one free-stream velocity, and five bulk temperatures 
for temperature differences less than 25 deg F for a cylinder in 
cross-flow. By using integrated mean bulk fluid properties Kato 
correlated his data to ± 2 5 percent but was unable to comment 
on the mechanism of heat transfer. 

Sabersky and Hauptmann [12] studied forced convection in 
externa] flow past a flat plate also in near-critical C02 . Results 
showing the effect of bulk temperature, pressure, and free-
stream velocity for flow over a heated flat plate were presented. 
Visual studies of the mechanism of heat transfer were included 
and observed peaks in the heat transfer coefficient were con­
cluded to be primarily due to the large property variations in a 
fluid near the critical point. 

The present study is an at tempt to determine heat transfer 
rates in forced flow normal to a heated cylinder held at constant 
temperatures and to provide some insight into the mechanisms 
and important variables influencing heat transfer in the critical 
region. 

TEST SECTION BLOCK"' 
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Experimental Equipment and Procedure 
A closed-circuit test loop was used in this study. The test fluid 

was circulated through the test section at various velocities by a 
canned-rotor pump. The main test section was a vertical stain­
less steel tube 2 in. in diameter and 3 ft long with a removable 
test section block at mid-height. The test loop was arranged as 
shown in the schematic of Fig. 3. The test section block has 
been fitted with tempered Pyrex viewing ports as shown fn Fig. 
4. The main flow was upward past the horizontal heated cylinder 
which was mounted in the optical path of the lens-type Schlieren 
system shown in Fig. 5. A flow conditioning section consisting 
of a packed Teflon wool matrix, a honeycomb section, and a 
series of very fine screens was located in the main test section 
upstream of the heated cylinder. Cold-water heat exchangers 
were used to control the bulk fluid temperature and free-piston 
accumulators were used to maintain bulk fluid pressure. Power 
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heat transfer normal to a heated cylinder in a supercritical fluid. 
Carbon dioxide with critical pressure of 1071 psia and critical 
temperature of 87.8 deg F was used as the working fluid. Various 
investigators have studied the problem of free convection from 
cylinders in supercritical fluids, with varied results. References 
[5-10] have worked with cylinders in carbon dioxide, [11] has 
worked in freon. The most complete studies are those of Gold­
stein [5] and Knapp [6] who reported heat flux differences of 
more than 100 percent for the same operating conditions. Both 
used a constant-flux cylinder, allowing the cylinder temperature 
to vary. Very limited work has been done in external flow with 
forced convection. Kato et al. [9] presented results for one 
pressure, one free-stream velocity, and five bulk temperatures 
for temperature differences less than 25 deg F for a cylinder in 
cross-flow. By using integrated mean bulk fluid properties Kato 
correlated his data to ± 2 5 percent but was unable to comment 
on the mechanism of heat transfer. 

Sabersky and Hauptmann [12] studied forced convection in 
external flow past a flat plate also in near-critical CO«. Results 
showing the effect of bulk temperature, pressure, and free-
stream velocity for flow over a heated flat plate were presented. 
Visual studies of the mechanism of heat transfer were included 
and observed peaks in the heat transfer coefficient were con­
cluded to be primarily due to the large property variations in a 
fluid near the critical point. 

The present study is an at tempt to determine heat transfer 
rates in forced flow normal to a heated cylinder held at constant 
temperatures and to provide some insight into the mechanisms 
and important variables influencing heat transfer in the critical 
region. 
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Experimental Equipment and Procedure 
A closed-circuit test loop was used in this study. The test fluid 

was circulated through the test section at various velocities by a 
canned-rotor pump. The main test section was a vertical stain­
less steel tube 2 in. in diameter and 3 ft long with a removable 
test section block at mid-height. The test loop was arranged as 
shown in the schematic of Fig. 3. The test section block has 
been fitted with tempered Pyrex viewing ports as shown fn Fig. 
4. The main flow was upward past the horizontal heated cylinder 
which was mounted in the optical path of the lens-type Schlieren 
system shown in Fig. 5. A flow conditioning section consisting 
of a packed Teflon wool matrix, a honeycomb section, and a 
series of very fine screens was located in the main test section 
upstream of the heated cylinder. Cold-water heat exchangers 
were used to control the bulk fluid temperature and free-piston 
accumulators were used to maintain bulk fluid pressure. Power 
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Fig. 7 Effect of velocity on heat transfer coefficient in CO2 at 80 deg F 
and 1100 psia 
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Fig. 10 Effect of bulk temperature on heat transfer coefficient at 1100 
psia (Re* = 600) 
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Fig. 11 Effect of bulk temperature on heat transfer rate at 1100 psia 
(Re* = 600) 

was supplied to the heated cylinder by a feedback bridge. The 
bridge is a hot-wire anemometer power supply, factory-modified 
to provide power levels of more than 2 X 106 Btu/ft2-hr. 

The heated cylinders used in this study were either nichrome 
probes (0.003-in-dia) manufactured by the authors, or a gold-
coated platinum-film quartz cylinder (0.006-in-dia) manufac­
tured by Thermo-Systems Inc. The platinum-film probes were 
used for the bulk of the experimental work. They gave reproduci­
ble data and have a high temperature coefficient of resistivity 
which enables surface temperature to be accurately determined. 
Power dissipated by the heated cylinder was determined from 

the current flowing to the heated cylinder and the cylinder oper­
ating resistance. 

The Schlieren image of the heated flow field was projected on 
a screen or directly on the film plane of either a Pentax 35-mm 
still camera, or a 16-mm high-speed Hycam movie camera. Still 
photos were taken at 1/1000-sec exposure and high-speed movies 
at 5000 frames per sec. 

In order to obtain consistent results in free convection it was 
necessary to have the entire flow loop and the laboratory at the 
required bulk fluid temperature, and to begin the data runs with 
still fluid which had not been disturbed for at least 1 hr. 

292 / A U G U S T 1 9 7 1 Transactions of the AS ME 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) Free convection (b) Re* = 50

(c) Re* 125 (d) Re* 375

(e) Reo 500 (I) Re* = 1000

Fig. 12 Effect of velocity on flow flelds in forced convection normal to a heated cylinder in supercritical CO~ (cylinder temperature = 380 deg F,
fluid bulk temperalure = 80 deg F, fluid bulk pressure = 1100 psio)

Forced-convection data runs were taken by setting the bulk
pressure at the required pressure, setting the bulk temperature
to the lower acceptable limit and running the apparatus until
the bulk conditions stabilized and no change in pressure had
been observed for approximately 15 min. Data points were
taken in order of increasing temperature difference until the
maximum temperature difference was reached, and then in order
of decreasing temperature difference. Additional points were
taken if the loop had to be stopped or the cooling rate changed at
any point in the run. Photographs were taken either during the
data run or in a separate test, and the operating points included
as data points. Maximum bulk temperature difference from the

Journal of Heat Transfer

desired test condition was ±0.5 deg F. Maximum bulk system
pressure difference was limited to ±2.0 psia. The pressure was
corrected by adding or releasing compressed air in the accumula­
tor.

Experimental Results
Typical experimental results are presented in Figs. (j~11.

Figs. 6 and 7 cover carbon dioxide at a bulk pressure of 1100 psia
and a bulk temperature of 80 deg F (supercritical, liquid-like
region). Hesults presented are for free convection as well as a
range of free-stream velocities. For convenience, free-stream
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Tev - To = 8 deg F

Tev - T~ = 27 deg F

Tev - To = 340 deg F

Tev - To = 8 deg F

Tev - To = 27 deg F

Tev - To = 340 dog F

Fig. 13 Free-convection flow fleld variation with cylinder temperature; left column, subcritical, Po = 1000 psia; right column, supercritical. P~ =
1100 psla

velocity is expressed in terms of an equivalent, constant-property
Reynolds number (Re*) based on constant free-stream properties
and cylinder diameter. Note that whenever the temperature
difference is above 10 deg F the fluid very near the heated cylinder
is above the pseudo-critical temperature and has vapor-like
properties. Heat transfer rate increased with increasing tem­
perature diffel'ences and increasing velocity. Even though the
heat transfer coefficirmt displays large peaks when the cylinder
temperature is slightly above the pseUdo-critical temperature,
the heat transfer rate is a smooth function of temperature differ­
ence for all velocities shown. The results presented are typical
of data obtained at other operating conditions (80 to 105 deg F,
1300 and 1500 psia).

294 / AUG U ST 1 9 7 1

The effects of bulk pressure variation for a particular velocity
are shown in Figs. 8 and 9. At subcritical pressures (1000 paia)
the characteristic departure from nucleate boiling (DNB) maxi­
mum heat f1LlX was observed. As the pressure was increased
above the critical pressure the DNB peak disappeared. Heat
transfer rates in supercritical CO. increased with increasing prcs­
sure for any given velocity and temperature difference. Thc heat
transfer coefficients are nearly constant for both subcritical and
supercritical cases for sufficiently high temperature differCIlI:C
(l00 to 300 deg F).

The effects of bulk temperatme variations for one velocity arc
shown in Figs. 10 and 11. Note that increasing bulk temperaturc
results in a small increase in heat transfer coefficient when both

Transactions of the AS ME
Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Teu - Tb = 8 deg F

Teu - Tb = 27 deg F Teu - h = 27 deg F

Tev - Tt = 340 deg F

Fig. 14 Forced-convection flow fleld voriation with cylinder temperature, Re*
critical, Pb = 1100 psia

Tev - Tb = 340 deg F

650; left column, subcritical. Pb = 1000 psia; right column, super-

the cylinder and bulk fluid temperature are below the pseudo­
critical but that a decrease in heat transfer coefficient occurs when
the cylinder is in contact with vapor-like fluid. The amount of
decrease in heat transfer coefficient becomes larger as the bulk
temperature rises further above the pseudo-critical temperature.
Again the results presented are typical of other free-stream veloci­
ties and pressures tested.

A large number of still photographs and high~~peed movies
were studied in an attempt to determine the mechanism of heat
transfer. Photos at subcritical pressures show the various ex­
pected nUCleate, unstable-film, and stable-film boiling regimes.
Photos at supercritical pressures show that no secondary or
unusual mechanisms of heat transfer are present.

Journal of Heat Transfer

Fig. 12 shows the effect of velocity variation on the flow fields
at 1100 psia, 80 deg F, and a eylinder surface temperature of 380
deg F. In free convection the flow field appears as a well-ordered
sheet of hot fluid having vertical "columns" of even hotter fluid
rising to a turbulent plume. In particular, no unusual bubble­
like flow was observed in the immediate vicinity of the cylinder.

With very low free-stream velocities (Re* ~ijO) the well­
ordered free-convection flow breaks up into another regular
pattern of horizontal layers of heated fluid. The spacing and
structure of these layers resemble a Karman vortex street. In­
creasing the velocity further breaks up any regular patterns. At
the highest velocity in the present tests the flow appeared similar
to subcrit,ical film boiling, with a highly disorganized w~\ke
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separated from the cylinder by a narrow region of rapidly oscillat­
ing fluid. 

For purposes of comparison Fig. 13 shows the differences be­
tween the free-convection flow field for film and nucleate boiling, 
and the free-convection flow field at supercritical pressure. 

Fig. 14 shows the differences in forced-convection flows at 
subcritical and supercritical pressures. The subcritical case 
shows the familiar DNB situation (Tcy — Tb = 8 deg F), and 
the onset of stable film boiling (Tcll ~ Tb = 27 deg F), in contrast 
to the reasonably well-ordered supercritical flow field. 

Discussion of Results 
Results indicate that, for forced convection from a cylinder 

in a supercritical fluid, the film coefficient is a strong function of 
velocity, cylinder, and bulk fluid temperature, and to a lesser 
extent bulk fluid pressure. Even though sharp peaks in film 
coefficient have been observed, the heat transfer rate increases 
smoothly with increasing velocity and temperature difference, 
not discontiuuously as might be expected from some previous 
free-convection studies, such as Knapp [6] and Nishikawa [8]. 
I t should be emphasized that these results were obtained by a 
heated cylinder whose temperature was fixed, allowing the heat 
flux to vary. 

In particular, even a slight velocity alters the free-convection 
flow fields significant^, but the resulting forced-convection flow 
fields, at all velocities tested, were then similar. These flow 
fields, or even the free-convection flow fields, did not show the 
bubble-like flows previously observed [6]. The supercritical 
forced-convection flow fields consisted of a heated wake separated 
from the cylinder by a region of rapidly oscillating fluid. In­
creasing velocity increased the frequency of oscillation and in­
creasing temperature increased the density variations through 
the wake. No distinct fluid bubbles were observed but the flow 
did resemble forced-flow subcritical film boiling. 

The peaks in heat transfer coefficient correspond to a surface 
temperature slightly above the pseudo-critical temperature and 
can be due to the very large values of transport properties occur­
ring in the region next to the heated cylinder. The forced-
convection heat transfer process was aided by the oscillating 
clumps of fluid immediately behind the cylinder. When the bulk 
fluid is above the pseudo-critical temperature for the test pressure 
the heat transfer coefficient shows only deterioration with in­
creasing cylinder temperature. 

No dimensionless correlations of the data have been presented 
since, strictly speaking, a correlation which did not include the 
rates of change with temperature and pressure of all fluid proper­
ties, would be valid only for C0 2 and not of general use. 

The prime purpose of this work was to investigate the effects 
of velocity, temperature difference, and bulk temperature and 
pressure on the mechanisms of heat transfer in near-critical CO2. 

Conclusions 
No unusual heat transfer mechanism has been observed for 

either free or forced convection in the present work. The heat 
transfer process is aided by vapor-like clumps oi fluid which dif­
fuse into the main flow but this is considered only a strong ex­
ample of variable-property fluid heat transfer. Except for the 
region of nucleate boiling, heat transfer at supercritical pressures 
is more effective than heat transfer at subcritical pressures for 
the same bulk temperature and flow velocity. 
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Laminar Film Condensation From a 
Steam-Air Mixture Undergoing Forced 
Flow Down a Vertical Surface 

i 
An analytical study of the effects of noncondensable gas on laminar film condensation of 
vapor under going forced flow along a vertical surface is presented. Due to the markedly 
nonsimilar character of the coupled two-phase-flow problem, the set of parabolic equa­
tions governing conservation of momentum, species, and energy hi the vapor phase was 
solved by means of finite-difference methods using a forward marching technique. In-
terfacial boundary conditions for the numerical solution were extracted from a locally 
valid Nusselt-type analysis of the liquid-film behavior. Locally variable properties in 
the liquid were treated by means of the reference-temperature concept, while those in the 
vapor were treated exactly. Closure of the numerical solution at each step was effected 
by satisfying overall mass and energy balances on the liquid film. A general computer 
program for solving the problem has been developed and is applied here to condensation 
from water-vapor-air mixtures. Heat-transfer results, in the form q/q^u versus x, are 
reported for vapor velocities in the range 0.1 to 10.0 fps with the mass fraction of air 
ranging from 0.001 to 0.1. The temperature in the free stream is in the range 100-212 
deg F, with overall temperature differences ranging from 5 to 40 deg F. The influence 
of noncondensable gas is most marked for low vapor velocities and large gas concentra­
tions. The nonsimilar character of the problem is especially evident near x = 0, where 
the connective behavior of the vapor boundary layer is highly position-dependent. 

L 
Introduction 

I HE PRESENCE of a small concentration of noncon­
densable gas in a vapor leads to significant reductions in conden­
sation heat-transfer rates. Previous analytical attention has 
been directed to the specific problem of gravity-flow laminar-film 
condensation on a vertical surface, where the only motion in the 
vapor is caused by the condensation process itself. A vapor 
boundary-layer flow arises from natural convection induced by 
the species concentration and temperature-dependent density 
variation adjacent to the film, and from vapor drag by the liquid 
surface. The gravity-flow problem admits a similarity solution 
to the coupled set of boundary-layer conservation equations 
governing the two-phase flow. By integrating the resulting 
ordinary differential equations numerically, Sparrow and Lin [1] l 

analyzed the constant-property (Boussinesq approximation) 
problem while Minkowycz and Sparrow [2, 3] extended the study 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOUENAL OF HEAT TKANSFEB. Manuscript 
received by the Heat Transfer Division August 20, 1970. Paper 
No. 71-HT-E. 

to include variable properties for the water-vapor-air system. 
In addition, Rose [4] has employed an integral method to obtain 
an approximate solution to the constant-property problem. 
Several experiments have been performed to determine the effect 
of noncondensable gas on condensation rates. The water-vapor-
air system has received most attention owing to its importance in 
relation to steam power plant condenser performance and dis­
tillation-type saline-water conversion processes. In most of 
these experiments, e.g., Hampson [5] and Meisenburg et al. [6], 
significant forced convection was present in the vapor. Indeed, 
in order to insure minimal forced-flow effects, Minkowycz and 
Sparrow had to resort to a comparison with experimental data for 
condensation on a horizontal tube obtained by Othmer [7]. 
More recently Siegers [8] has performed an experimental in­
vestigation specifically intended to evaluate the results of the 
Minkowycz analysis. The measured condensation rates were, 
on an average, 20 percent above the analytical predictions. 
Even though care was taken to minimize spurious convective 
motions, Siegers attributes this discrepancy to a failure to com­
pletely eliminate forced convection. The available experimental 
evidence thus appears to indicate that reductions in condensation 
rates due to noncondensable gas are sensitive to the presence of 
forced flow in the vapor phase. As most industrial situations are 
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FLOW 

UL 

m 2,e 

Fig. 1 Coordinate system and related physical quantities 

characterized by forced-convection vapor flows, an analysis of 
the forced-vapor-flow situation is warranted. 

The problem of laminar film condensation on a vertical surface, 
with forced vapor flow parallel to the surface, is nonsimilar in 
character. An exact analytical result requires solution of a 
coupled set of boundary-layer conservation equations which can­
not be reduced to a set of ordinary differential equations. A 
previous result of the present authors [9] does enable one sig­
nificant simplification of the solution procedure. They have 
shown that the behavior of the liquid film may be satisfactorily 
analyzed using the Nusselt assumptions, whereby liquid accelera­
tion and energy convection are neglected, provided locally vari­
able properties are evaluated at an appropriate reference tem­
perature. For example, a reference temperature Tr = T„ + 
0.33(7^ + Tw) has been established for water which is independent 
of temperature level, wall-temperature variation, and vapor drag 
due to forced flow. Thus, the set of parabolic partial differential 
equations governing conservation of momentum, species, and 
energy in the vapor phase can be solved by finite-difference 
methods using a forward marching technique, extracting the 
necessary boundary conditions at the interface from a locally 
applied Nusselt-type analysis. 

Analysis and Numerical Procedure 
Physical Model and Coordinates. A schematic representation of 

the physical model and coordinate system is shown in Fig. 1. 

The coordinates along and normal to the surface are x and y re­
spectively, and the corresponding velocity components are u and 
v. At some distance from the surface the vapor has velocity ue, 
temperature Te, and noncondensable-gas concentration mi,e. 
The system pressure, P„ is determined from T„ and mi,,, the free-
stream vapor being saturated. The condenser wall is at a uni­
form temperature 2'„. The condensate film has thickness 5, 
which is a function of x. At the liquid-vapor interface the tem­
perature Tt, and consequently the vapor concentration mi,,- are 
unknown and are determined in the course of analysis. 

Conservation Equations and Boundary Conditions. For the vapor 
phase the equations governing conservation of mass, momentum, 
species, and energy are, respectively: 

d b 
— (p„w) + — (p„») = 0 
ox by 

(1) 

dw , bu 
PvU — + pvv — 

da; by by 

t)mi briii b 
PvU — + PVV — = — 

bx oy by 

bT bT 
P." -C~ + PJ> bx 

d_ 

by by 

1 ( ^i\ 
V\ " by / 

( ,~ bmi\ 

(h. *£.\ 
\Cr. by J 

+ </(P, ~ Pv.e) (2) 

(3) 

k„ bT dln<7„ 

C„„ by by 

Cpv by by 

Viscous dissipation and compressibility effects are omitted from 
the energy equation since low-velocity flow is under consideration. 
In addition, thermal diffusion and diffusional conduction (Dufour 
effect) are ignored in view of the results obtained by Minkowycz 
[2]. For the liquid phase, constant properties are assumed and 
the Nusselt assumptions invoked to yield equations governing 
conservation of momentum and energy respectively as 

0 = Mi - ^ 7 + g(pi - P.,,) 

0 = 
d?T 

dy2 

Equations ( l ) -(6) are subject to the boundary conditions: 
Vapor at infinity: y —*• a>; 

u^*u„ mi-*• mi,e, T^-T, 

Liquid at the wall: y = 0; 

u = 0, T = T,„ 

(5) 

(6) 

(7) 

(8) 

-Nomenclature-

03 

0 = 

k = 

m = 
m = 
n = 

Nu,„ 

P 

2 
2NU 

mass-transfer driving force 
heat capacity (Btu/lb deg R) 
binary diffusion coefficient (ft3/ 

sec) 
normal gravity (ft/sec2), also 

conductance (lb/f ta sec) 
thermal conductivity (Btu/ft sec 

degR) 
mass fraction 

condensation rate (lb/ft2 sec) 
mass flux (lb/ft2 sec) 

Nusselt number for mass trans­
fer, gx/pS)n 

pressure (atm) 
wall heat flux (Btu/ft2 sec) 
Nusselt heat flux (Btu/ft2 sec) 

R = specific gas constant (atm ft3/lb 
d e g R ) 

Re = Reynolds number, uj>^;/fj.g 

Sc = Schmidt number, fiJpJDu 
T = absolute temperature (deg R) 

M, v = velocity components (fps) 
x, y = boundary-layer coordinates (ft) 

5 = condensate film thickness (ft) 
Sv = vapor boundary-layer thickness 

(ft) 
X = latent heat of vaporization (Btu / 

lb) 
)x = absolute viscosity (lb/ft sec) 
v = kinematic viscosity (ft2/sec) 
p = density (lb/ft3) 
T = shear stress (lb/ft sec2) 
t/' = stream function (lb/ft sec) 

w 
Vy 

Subsci 

e — 
i = 
J = 
I = 
r = 
v = 

w = 
1 = 
2 = 

Supers 

* _ 

= (* -&) / (* . -&) 
= Oly — COj^l 

ipts 

at the vapor boundary-
at the interface 
jth node point 
in the liquid phase 
at the reference state 
in the vapor phase 
at the wall 
of water vapor 
of air 

cripts 

at the previous step 

layer edge 
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Fig. 2 Effect of initial conditions on the starting problem: 
m2., = 0.01, T, = 212 deg F, T, - Tw = 20 deg F 

Interface continuity: Y = 0; 

U.ll'i = Ul V '1 = Ui 

Til· = TI . = T· ,t V,i. 1. 

oul oul }ll ~ =}l ~ = T· 
oy i v oy i • 
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k z OTI = -mt.. + kv OT\ 
oy i oy i 

10 

u, = 10 fps, 

(9) 

(10) 

(11) 

(12) 

(13) 

In addition, there is the equation of state of an ideal gas mixture, 
P = PvRT, and the thermodynamic constraint that the interface 
condition is a saturation state for the condensing vapor. From 
thermodynamic tables, 

(14) 

where it is assumed that the interface exhibits negligible depar­
ture from thermodynamic equilibrium, in accordance with results 
presented in references [2, 10]. 

Closure of the problem is attained through a heat balance on 
the liquid film which determines its thickness 0, namely, 

(15) 

With the problem stated in the above form, the analytical task 
may be viewed as one of solving the partial differential equa­
tions (1 )-(4) governing conservation in the vapor phase, subject to 
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a complex set of boundary conditions. These conditions ineJlIde 
a subsidiary solution of the ordinary differential equations 
governing conservation in the liquid phase. A finite-difference 
analog to the partial differential equations was developed follow­
ing the procedure recommended by Patankar and Spalding [11]. 
For this purpose it was required to effect a transformation of 
independent variables x, y to x, w where w is a nondimenRionnl 
stream function defined by w = (1/; - 1/;i)/(1/;, - 1/;i)' Space 
limitations preclude a complete reformulation of the problem 
in tel'ms of the new variables. It suffices to note that equ!itiollS 
(2)-(4) transform into the general form 

of" _ F(1/;) ~-" = ~ (cf>n Ofn) + <Pn (16) 
ox ow ow ow 

where F(1/;) = (d1/;;/dx + wd(1/;, - 1/;;l/dx)/!11/; = (-1il + 
wd!11/; /dx)/ !11/;, and for n = 1, 2, and 3 the quantities fn) cf>", 
and <P" are defined as follows: 

n fn (!11/; )2cf>,,/ PvJ.i.vU Pvu<P" 

1 u g(pv - Pv.,) 
2 m, Pv'JJ12/J.i.v 0 

3 l' kv/CpvJ.i.v 
(k 0'1' 0 In Cp_v 

v oy oy 

om, 01')/ + Pv'JJ12 (Cp1 - Cp2) oy oy C,'" 

Difference Equations. For the vapor-side problem, equatiolls (1 G) 
were approximated by fully implicit finite-difference equntions of 
the form 

fn.; - f:.; F; (V'j (/ . ) 
A - ....,. + ....,. n-:- n.;+, - i".; 
.uX v} Y J+l Y J+l 

f ») 2 (A.. f".Hl - In.j 
- n.j-l = n. + M. 'I'".H! M. 

v) V,B VJ+l 

A.. I".; - f".;-I) cp 
- 'f',,,j-~ V'j + n.j (17) 

wherefn.; = f,,(x, Wj), f:. j = I,.(x - !1x, Wi)' and V'; = w; - Wj-l. 
The mesh points Wj were spaced such that forward difference ap­
proximations for extracting velocity, temperature, and mHSS 
species gradients at the interface 

ofn II = ofn I ~ fn .• - I".1 
oy w-o oy i y, 

_ Y. (fn.3 - fn.2 _ fn .• - /'::2) 
ya ya - Y2 .1/2 

(18) 

where 

Yi = Y;-1 + 2V'j!11/;/(Pv.jUj + Pv,f-lUj-I) (19) 

d1/;,/dx = J.i.""/(Yj' - y;e-,) (20) 

!11/; = !11/;* + (!1x/2)(d1/;,/clx + (d1/;,/dx)* + m + 1h') (21) 

are as accurate as the difference equations (17). Thus, equations 
(17) assume the general algebraic form 

(22) 

where n = 1,2,3 andj = 2, :3, ... ,je - 1, with Dirichlet. hound­
ary conditions atw = 1 

and mixed boundnry conditions at W = 0 

f".1 = fnli 

omr/oyli = -mel - m,)/pv'JJ'2 !i 
(n = 1, a) 

(n = 2) 

(23) 

(24) 

(25) 

On introducing equation (18) for n = 2, the interfacial Hpecies 
boundary condition assumes the form 
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a m i , 2 3 mi,s + y 

which is used to eliminate mi,i from the set (22) when j = 2. 
Numerical Procedure. Once initial conditions for the problem 

had been established (see discussion below), the numerical solu­
tion was advanced step by step as follows: 

1 Interfacial shear rit temperature Tit and vapor-side conduc­
tive heat flux kvdT/dy\j were set equal to upstream values. 

2 The vapor-side dependent variables fntj, ys, d\f/Jdx, and A\p 
were assigned their upstream values. 

3 The nonlinear coefficients An>1, Bniil Cn<j, a, /3, and y were 
computed. 

4 The thickness of the liquid film 8 and, hence, the interf acial 
velocity m and mass condensation rate m = —(bpJAx were ex­
tracted from a local solution of equations (5), (6), (8), (10), (11), 
and (15); equation (5); and equation (13), respectively. 

5 The vapor-side problem, equations (22)-(25), was solved, 
and improved values of Ti: Ti: and k^dT/dyl^ were calculated 
using equations (14) and (18). 

6 Steps 4 and 5 were then repeated until successive iterates 
on wii.i were unchanging in the sixth significant digit. 

7 Improved values of yjt d\f/e/dx, and A\p were calculated, 
equations (19)-(21), and steps 3 through 6 repeated until the 
nonlinear coefficients An,j through y had negligible effect on 
mi.i. 

Technically speaking, iteration at each a'-step is not required. 
However, it was found that excessively small marching steps Ax 
were required to yield sufficiently accurate, and in some instances 
stable, solutions when iteration was not employed. Thus it 
proved to be more efficient to solve a totally implicit problem. 
In so doing, it was imperative that nonlinear feedback effects be 
absent during closure of the "inner" problem (steps 4 and 5). 
Thus, step 7 was not executed until a reasonably accurate solution 
to the linearized inner problem had been effected. 

Initial conditions for starting the solution were obtained as 

follows. First, the interfacial temperature Tt was arbitrarily 
assigned (usually T{ -*• Te). Then, the liquid-film problem was 
solved neglecting vapor-side heat conduction and approximating 
vapor drag by the asymptotic result T,- = —mue [9]. Finally, 
vapor boundary-layer profiles were extracted from a Couette-
type analysis. 

Recognizing the inherent difficulty in applying forward march­
ing techniques to nonsimilar boundary-layer problems, the 
authors conducted numerous numerical experiments to ascertain 
the effect of various parameters of the numerical method. I t 
was found that reliable solutions were obtained when the initial 
conditions were established in the interval 10~6 < x < 1 0 - 4 ft, 
marching-step size did not exceed one-half a vapor boundary-
layer thickness (defined as the distance y from the interface at 
which u = 0.999tj„), and not less than 100 node points were dis­
tributed across the vapor boundary layer. The latter distribu­
tion was effected by positioning a majority of the node points in 
the first third of the boundary layer, the distance between the 
outermost pair of node points being set initially to about 5 percent 
of the boundary-layer thickness; the 5 percent figure was arrived 
at empirically and proved to give satisfactory results for the 
mass entrainment rate, equation (20). 

The exceedingly small value of x at the starting station was 
dictated by uncertainties in the initially assigned interfacial 
temperature IV I t was found that for 10 _ c < x < 10 ~4 any 
arbitrariness in the initial conditions (as dictated by the choice 
of Tt and interfacial shear) had negligible effect on the numerical 
solution for x > 0.01 ft. This is illustrated for a typical case 
in Fig. 2, where values of (T{ - TJ/(T. - TJ of 0.25, 0.60, 
and 0.95 are seen to give virtually identical results after x = 0.01. 

The numerical problem was coded in Fortran IV and the result­
ing program run on an IBM 360/91 digital computer. (Actually, 
two programs were developed independently by the authors. 
This was done to gain confidence in the results, since very little 
prior work had been done on the problem.) Within the con­
straints cited above, the maximum error in the results is less than 
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Fig. 5 Condensation heal transfer: ue = 10 fps, T„ = 212 cleg F, Fig. 6 Condensation heat transfer: ue = 1 fps, Te = 212 deg F, 
T. - T„ = 4 0 deg f Te - Tw = 5 deg F 

2 percent. Computational times for 6 in. of plate ranged from 
30 sec for the easier cases (negligible air in the free stream) to 
about 20 min for the difficult cases (nit,, = 0.1, u, = 0.1). We 
subsequently have reduced, by means of Steffenson's method, the 
computational time for the latter cases to about 2 min. 

Thermophysicai Properties. The properties pt, Cph k!t and jj,t were 
extracted from sources listed in [9] and evaluated by means of 
least-squares analysis at the reference temperature Tr. For the 
steam-air mixture, procedures recommended by Minkowycz [2] 
were followed. Briefly, mixture rules set forth by Mason and 
Monchik [12] were employed to evaluate, first, 3Di2, and then ju 
and k, assuming a Lennard-Jones interaction potential and using 
kinetic-theory parameters compiled in [13]. Pure species values 
for /J, and k were taken from [14]. For air and steam Cp was 
taken, respectively, from [14] and [15]. The latent heat of 
vaporization, vapor pressure at saturation, and steam density 
were algebraically fitted according to values in [15]. Values of 
p and Cp were calculated by means of standard additive proce­
dures, assuming air to be an ideal gas for the former. 

Results and Discussion 
Numerical solutions of condensation heat transfer from water-

vapor-air mixtures undergoing forced flow along a vertical surface 
are presented, in the form g/gNu versus x, in Figs. 3-11. (Here, 
(?Nu is the classical Nusselt result based on overall temperature 
drop Te — T„, assuming zero drag and evaluating variable 
physical properties at the reference temperature Tr = T„ + 
0.33 (T, — TK).) Pertinent parameters studied include Te 

(212, 150, 100 deg F), T, - T„(5, 20, 40 deg F), u.(0.1, 1.0, 10.0 
fps), and TO,,.(0.0, 0.001, 0.01, 0.1). Evolution of typical de­
pendent-variable profiles for the vapor phase in the near-free-
convection limit is illustrated in Figs. 12(a), 12(6), and 12(c). 

Major trends in the results can be explained by isolating the 
effect of the problem parameters on, first, the behavior of the 
liquid film and, second, that of the vapor boundary layer. For 

given mj,,, the behavior of the liquid film is directly affected by 
the individual effects of ua Te — Tw, and T, on vapor drag and 
liquid viscosity. For mi,, = 0, these effects are effectively iso­
lated from other considerations. Thus, for ue = 0.1 fps, g/gNu = 
1.0 and vapor drag is seen to be negligible, Figs. 9 and 10. How­
ever, at ue = 1.0 fps, vapor drag tends to increase g/gNu as 
T, — Tw increases from 5 to 40 deg F, particularly near x = 0, 
Figs. 6-8. Finally, for ue = 10.0 fps, vapor drag is appreciable 
for significant distances x, especially at elevated values of Te — 
Tw; furthermore, the effect remains appreciable when air is 
present, Figs. 3-5. From these observations, it is seen that the 
effects of interfacial velocity and induced natural convection may 
be ignored as ue becomes large, the magnitude of the vapor drag 
being essentially equal to the asymptotic value mu, which is 
characteristic of boundary-layer flows undergoing strong suction. 
Since ma[(Te — T„)/x]1/' in such cases, interpretation of the 
trends noted above in terms of asymptotic drag is straightfor­
ward. In addition, we observe that : (a) the strong influence of 
drag near x = 0 is due not only to increased m but also to the 
added drag (above that predicted by the asymptotic result) with 

, - V . dependence for a zero-pressure-gradient flow, (6) the 
less-pronounced effect of drag at lower values of T„ {im.e = 0.001 
curves in Fig. 11) is primarily due to increased liquid viscosity, 
but near x = 0 there also is a reduction in the excess drag over 
the asymptotic value due to the lowered vapor density, (c) the 
magnitude of the vapor-drag effect exhibited by the m%,e = 0 
curves is less pronounced with increasing rm.e since (Tt — Te) < 
(T. - TJ. 

The effects of ue, Te — Tm and Te on g/gNu, as determined by 
the behavior of the vapor-phase boundary layer, are directly re­
lated to the mechanism by which noncondensable gas accumu­
lates at the liquid-film surface. This accumulation reflects a 
balance between the convective inflow as induced by the condensa­
tion process itself and the diffusive outflow established by the re­
sulting favorable concentration gradient. In mathematical 
terms, this is merely a statement of the interface boundary con-
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dition on the species conservation equation for the gas, namely 

rii.i = mrtvi.i — p£>i2 
oy 

= 0 

which is equivalent to equation (25). Introducing a dimension-
less concentration <j> = mi/(mi,, — mi,.) into equation (25), there 
is obtained 

208 
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Fig. 12(c) Typical vapor-phase temperature profile: u„ = 0.1 fps, 
m2„ = 0.01, T„ = 212 deg F, Te — T„ = S deg F 

mi,e — mi.i b(j> 
m = — p3Di2 — -

mi,i — 1 oy 

where <S> = (mUe — mi,i)/(nii,i — 1) is the mass-transfer driving 
force and g = (pSDudt^/dt/),- is the conductance as defined by 
Spalding [16]. Sincem—>- -co a s®-* , _ x (mi,,-*- 1), the non-
condensable-gas problem involves highly nonlinear coupling be­
tween the factors CB and g. Nonetheless, a qualitative apprecia­
tion for the observed effects of u„ T, — Tw, and Te may be had 
by examining, in turn, their influence on g. 

The conductance g is primarily a function of the velocity field 
(u,v), its dependence on the mixture property pSDu (weakly tem­
perature-dependent) being second-order. The dynamics of the 
vapor boundary-layer flow are determined by two main con­
siderations—strong suction toward the interface and variable 
convective flow along the interface. Of importance in the latter 
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context are the relative magnitude of ue and ut as well as natural 
convection, induced by the variation of mixture density across 
the boundary layer. When ue X> uit a qualitative appreciation 
for the dependence of g on the flow field may be had by examining 
the Nusselt number for mass transfer on a fiat plate in the m -*• 0 
limit, namely, 

gx 
Nu„, = ^ - a* cons t R e 1 / 2 Sc 1 / 3 

pSDi2 

whence it is seen that 

gau, v., 
Using the above results, interpretation of the major trends ex­
hibited by the figures is straightforward. Thus, for given T„ 
Ts — Tm and im,e the ratio g/gNu is seen to increase with increas­
ing ue and to decrease with increasing a;,-Figs. 3, 6, 9; 4, 7, 10; 
and 5, 8. However, at reduced values of ua the effects are less 
pronounced, particularly at high gas concentrations, owing to the 
change in the convective character of the boundary layer away 
from forced flow. This is particularly evident in Figs. 9 and 10, 
where it is seen that at u, = 0.1 fps and higher values of mz.e the 
results closely approach the ue = 0 similar solution reported by 
Minkowj'cz and Sparrow [3], The effects of temperature level 
T„ Fig. 11, are seen to be due to the pe

1//2-dependence of g, the 
vapor density decreasing sharply with Te. 

The effects of increased temperature drop Tt — T„ (reduced 
wall temperature Tw) on q/q^a are best explained in terms of the 
increased values in the magnitude of (B which must accompany 
an increase in condensation rate. However, at the lower gas 
concentrations (0.01, 0.001) appreciable increases in \Si\ require 
substantial decreases in nii.i since 03 already is near its asymptotic 
limit —mi,,. Thus, T{ (through mUi) undergoes appreciable de­

creases and the ratio (?*,- — Tw)/(Te — Tw), despite reductions in 
Tw, decreases with increasing (T, — Tw). Therefore, in Figs. 3-5 
and 6-8 the ratio g/gNu is seen to decrease with increasing Te — 
Tw. Exceptions to these observed trends occur at high ue (10 
fps) and low mi,e (0.001), as shown in Figs. 3-5, and low ue (0.1 
fps) and high » , , (0.1), as shown in Figs. 9 and 10. The former 
exception is due to the aforementioned drag effect which more 
than compensates for the reductions due to reduced values of 
mUi (reduced Tt). The latter exception, which confirms the 
observations of Minkowycz and Sparrow [3], is somewhat more 
subtle. As illustrated in Fig. 13, the mass-transfer driving force 
(B is seen to drop sharply as Te — Tw approaches zero when mt,e is 
large. Thus, q increases much more rapidly with Te — Tw as 
mi.e becomes larger than would be true at reduced mt,e (where 63 
remains near its limit value —mi,,). Upon normalizing g with 
respect to gnu (which exhibits a (Te — 27„)i/ ,-dependence), it is 
not surprising that g/gNu approaches zero with T6 — Tw. Fur­
thermore, it is evident that the ratio must approach zero as 
Te ~ Tw becomes large. Thus, a maximum value is dictated 
provided m2>e is sufficiently large. 
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Frequency Response of Pool Boiling Plants 
Dynamic analysis of a pool boiling plant is accomplished by using small perturbation 
technique. Mass and energy balance equations are established by basing on the dy­
namic model constructed and considering additional factors such as steam voids in the 
liquid phase, water droplets in the steam phase, and the heat transfer behavior at heat­
ing surface. Analytical methods for the steam void and dryness fraction dynamics 
are developed so that their approximate numerical solutions may be readily obtained. 
Two small boiler plants were constructed and experimental work was carried out by 
varying the heat input and the valve position in a sinusoidal manner. The experi­
mental results of pressure, steam flow, and water level frequency responses were found 
to be in closer agreement with the analytical results obtained from the present model 
than those obtained from the simple mass and energy equations. 

Introduction 

Be JOILEK CONTROL has become a critical problem be­
cause of the lack of understanding of the dynamical behavior of 
the boiler. As a result, the control problem is mainly solved by 
experience, and over-use of control equipment becomes in­
evitable. Previous workers [1-3]1 attempted to solve the boiler 
dynamic problem mainly by direct use of mass and energy 
equations. The transfer functions so derived are often repre­
sented by single time constants of exponential lags. Doubts 
have been raised whether such representation is sufficient to 
describe the main dynamics of a boiler. Furthermore, experi­
mental evidence has been lacking to verify the theoretical 
analysis derived. 

The present work focussed the attention on the dynamics of 
pool boiling processes which would find application for boiler 
drums and boiling water reactors. Small perturbation method is 
used throughout the analytical work, which reduces nonlinear 
differential equations into linear ones. This is justified since 
the plant control limits the pressure and temperature variations 
to a few percent except in starting and shutting-down conditions. 
The additional factors considered are steam voids in the water 
phase, water drops in the steam phase, overall effect of boiling 
heat transfer behavior, and the steam control valve character­
istics. The analytical work on steam void dynamics has so far 
been an unexploited field. This is hardly surprising. Firstly, 
the interphase behavior between the steam and liquid phases 
is an unknown field. Secondly, no useful work has been per­
formed on the bubble flashing and collapsing dynamics during 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with­

out presentation) in the JOURNAL OF HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division December 10, 1969; revised 
manuscript received July 29, 1970. Paper No. 71-HT-A. 

the pressure transient, although a few experimental results have 
been obtained which only apply to particular situations. 
Thirdly, only empirical formulae are available for the boiling 
heat transfer behavior. Consequently, the work on steam 
void dynamics requires unavoidable assumptions so that the 
problem may be reasonably analyzed. 

Mass and energy balance equations are established by in­
cluding the above factors and basing on the dynamic model 
constructed. From these, the transfer functions of steam 
pressure, steam flow, and liquid level due to changes of heat in­
put, feedwater, and control valve position may be established. 
The effect of various parameters on the boiler responses is clearly 
shown. 

In the experimental work, it was decided that frequency re­
sponse tests would give more complete information than that 
from transient response tests. Accordingly, two experimental 
boiler plants equipped with necessary measuring devices were 
built. Boiler output responses, such as steam pressure, steam 
flow rate, and liquid level, were recorded when the heat input 
or the control valve setting was varied sinusoidally. 

Basic Mechanism of a Pool Boiling Process 
A pool boiling plant is a two-phase thermodynamic system, in 

which the steam phase in general contains water drops, and the 
water phase contains saturated steam bubbles. Before the 
mathematical analysis of the boiling dynamics is attempted, the 
basic boiling mechanisms, particularly the interphase behavior, 
must be clearly stated and necessary assumptions made so that 
the mass and energy balance equations may be established. 

The pressure in the drum will vary when disturbances occur 
in the flow rates of mass and energy in and out of the drum. 
The change in pressure will define a new equilibrium state for 
the two-phase mixtures. As the pressure increases, the steam 
temperature rises immediately corresponding to the new satura­
tion pressure. Simultaneously, the water drop in the steam 
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phase evaporates and absorbs energy, which slows down the 
rate of pressure increase. The water, due to its incompressibility, 
remains at the previous temperature, and becomes subcooled 
corresponding to the new pressure, while the bubble behaves 
identically as the steam. The temperature difference between 
the bubble and the bulk water causes condensation of steam in­
side the bubble. The heat energy released from the condensa­
tion is used to heat up the bulk water to the new saturation 
temperature. The phenomenon known as bubble collapsing 
also tends to retard the pressure increase. Conversely, as the 

pressure decreases the condensation of steam particles at the 
steam phase and the flashing of steam bubbles at the water phase 
will both reduce the rate of pressure decrease. I t is clear, there­
fore, tha t for a given change of pressure, the bubbles in the water 
phase and the water droplets in the steam phase always change 
in such a way as to oppose the above pressure change. I t is one 
of the purposes of the present investigation to determine the 
damping effect caused by the above two factors. 

The water droplets in the steam phase, may gain or lose mass 
corresponding to: 

-Nomenclature-

Or = 

A = 

AH = 

A„ = 

B = 
BL = 

C = 

Cn = 

CH = 

O, = 

Db = 

f = 
g = 

flas ~ 

V = 
h/g = 

h, = 

hs = 

haB,t = 

H = 
HT = 
k/g = 

hi = 

h = 

JCT = 

kps — 

L = 

circumference of heating surfaces 
(ft) 

•• thermal diffusivity of boiling 
liquid (ft2/hr) 

cross-sectional area of the drum 
at interphase (ft2) 

heat transfer area of the heaters 
(ft2) 

cross-sectional area of sub cooling 
zone (ft2) 

coefficient, see reference [5] 
coefficient related to steam prop­

erties, see reference [9] 
coefficient expressed by equation 

(4) 
specific heat of drum material 

(Btu/lb degF) 
specific heat of heater material 

(B tu / lbdegF) 
specific heat of liquid (Btu/lb 

degF) 
diameter of a bubble just leaving 

the heating surface (ft) 
bubble frequency (1/hr) 
gravity (ft/hr2) 
average enthalpy of the steam 

phase (Btu/lb) 
enthalpy of feedwater (Btu/lb) 

(60) (60) 
latent heat (Btu/lb) 
enthalpy of saturated liquid (Btu / 

lb) 
enthalpy of saturated steam 

(Btu/lb) 
enthalpy of saturated water (Btu/ 

lb) 
enthalpy of subcooled water 

(Btu/ lb) 
see equation (33) 
heater 
coefficient expressed by d.hfg/dP 

/B tu / lbN 

Vlbf / f t 2 / 
coefficient expressed by dhaat/bP 

/ B t u / l b \ 

\ lb f / f t 2 / 
thermal conductivity of liquid 

/ Btu \ 

\ h r f t d e g F / 

mb 

mbi 

ma 

rrif 

mr 

Mb = 

MD = 
M„ = 
Mt = 
M0 = 

M, = 

MT = 
Mw = 

n = 
P+ = 

Pi = 

P« = 

Ph = 
Pi = 
P . = 

coefficient expressed by bT/d-P 
(deg F/lbf/ft2) 

coefficient expressed by bps/bP 
/ lb/ft3 \ 

\ i b f / f t y 
steam control valve movement 

(divisions) 

QH = 

bubble mass rate leaving the 
water phase (lb/hr) 

bubble mass rate into the water 
phase (lb/hr) 

mass transfer rate between bubble 
and bulk water (lb/hr) 

water droplet mass rate falling 
down to the water phase due to 
steam flow (lb/hr) 

feedwater mass rate (lb/hr) 
evaporation or formation of water 

droplets inside the steam phase 
due to pressure variation ( lb/ 
hr) 

mass rate leaving subcooled zone 
(lb/hiO 

recirculating mass rate in the 
water phase (lb/hr) 

water droplet mass rate into the 
water phase due to coalescence 
(lb/hr) 

water droplet mass rate from the 
water phase due to ebullition 
(lb/hr) 

steam flow rate (lb/hr) (12) (14) 
bubble mass in the water phase 

(lb) 
mass of the steam drum (lb) 
mass of heaters (lb) 
total mass in the water phase (lb) 
water mass in the part of sub-

cooling zone below the heater 
(lb) 

mass of steam in the steam phase 
(lb) 

total mass in the steam phase (lb) 
mass of water droplet in the steam 

phase (lb) 
population of nucleation site 
drum pressure (lb/ft2) (3744) 

(6048) 
pressure at the entrance of the 

steam control valve (lbf/ft2) 
pressure at the exit of the steam 

control valve (lbf/ft2) 
pressure inside the bubble (lbf/ft2) 
pressure of the liquid (lbf/ft2) 
pressure of vapor (lbf/ft2) 
heat transfer rate to the bulk 

water per unit area of heating 
surface (Btu/ft2 hr) (11888) 
(13180) 

heat rate supplied by heaters 
(Btu/hr) 

heat transfer rate from heating 
surface to the bulk water 
(Btu/hr) 

R 
s 

SP 

to 

if 

T 
T, 

1 Bur 

1 sat : 

Vl 

V„ 

VT 

Vb 

vbs 

vl 
vs 

x 

V 

V 

a 
a' 

a 
Pas 

Pi = 

Pa = 
Pv = 
T, = 

T/ = 

T„ = 

A = 
+ _ 

bubble radius (ft) 
Laplace transform operator 
arbitrary separator to define the 

dead water zone 
the instant when the bubble just 

leaves the heating surface (hr) 
the instant when the bubble just 

leaves the water phase (hr) 
temperature (deg F) 
temperature of the steam (deg F) 
temperature at heating surface 

(degF) 
temperature of saturating water 

(degF) 
specific volume of liquid (ft3/lb) 
specific volume of steam (ft3/lb) 
bubble terminal velocity (ft/hr) 
total volume of bubbles in the 

water phase (ft3) 
volume of a single bubble (ft3) 
average volume of a single bubble 

in the water phase (ft3) 
volume of the liquid phase (ft3) 
volume of the steam phase (ft3) 
dryness fraction in the steam 

phase 
liquid level relative to the lower 

edges of heaters (ft) 
average distance traveled by 

bubbles in the water phase (ft) 
distance between the lower edges 

of the heater and the boiling 
boundary (ft) 

bubble mass fraction Mb/Mi 
void fraction Vb/Vi 
contact angle (deg) 
surface tension (lb/ft) 
average density of the steam 

phase (lb/ft3) 
average density of the liquid 

phase (lb/ft3) 
density of saturated water (lb/ 

ft3) 
density of steam (lb/ft3) 
density of vapor (lb/ft3) 
time constant as shown in equa­

tion (28) (hr) 
time constant as shown in equa­

tion (29) (hr) 
time constant as shown in equa­

tion (30) (hr) 
differential of 
first numerical value for the hori­

zontal-type boiler, and the 
second for the vertical-type 
boiler 
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m. 

m fe 

STEAM PHASE 

m,, W - , nwd * m b rriu 

SP 
WATER PHASE 

w±z. 

HT 
JTlt, 

HT 

rru 

SP 

,m r mr 

ITU 

Fig. 1 Mass exchanges in a pool boiling plant 

1 water droplets raised up due to ebullition mwr 

2 water droplets dropped down due to coalescence mWd 
3 formation or evaporation of water droplets due to pressure 

drop or rise respectively mie, and 
4 water droplets falling down to the water phase due to 

steam flow ma­
in the absence of a clear understanding of the interphase 

behavior, an assumption has to be made that the net energy 
and mass exchange a t the interphase is the evaporation of bubble 
from the water phase to the steam phase; as the result 

mWd md = 0 

The value of m/, may be determined from mass and energy 
balance of the steam phase. 

A Method of Predicting Steam Void Volume 
A general analytical method for predicting the total steam 

void volume in a pool boiling plant has been lacking; even 
empirical formulae based on experimental methods have not 
been available. An approximate solution, however, may be 
developed by basing on the solutions for the individual bubble 
obtained by various workers. The following assumptions are 
made: 

1 The bubble volume attaching at the heating surface is 
negligible. 

2 The shape of a bubble is approximately spherical. 
3 The bubble rises with a uniform terminal velocity. 
4 When two or more bubbles coalesce to form a large bubble, 

its total volume is equal to the sum of that of all individual 
bubbles. 

The equation of motion for a bubble of radius R in a nonviscous 
and incompressible liquid as a function of time is given by 
Rayleigh's equation 

d*R 3 

\dt) 

P„ - Pi la 

piR 
(1) 

Equation (1) represents the law of mechanics relating the 
pressure force exerted by the bubble on the fluid to other forces, 
i.e., surface tension and inertia forces exerted by the fluid. The 

Clausius-Clapeyron equation connects the pressure difference 
to the temperature difference AT, i.e., the difference in tem­
perature inside and at great distance from the bubble 

(P„ - Pi) = h/g 

1_ _ 1 

P- Pi 

AT (2) 

Forster and Zuber [4] obtained the approximate asymptotic 
solution for the growth of bubbles from equations (1) and (2) as 

where 

C = 

R = cVt 

piVwarCiiT^ - T,at) 

(3) 

(4) 

The term (Tmr — Taat), or liquid superheat, is assumed con­
stant. For a bubble with spherical shape its volume becomes 

Vhs = 4 TTCH3/' (5) 

The average size of the single bubble in the water phase may be 
given as 

Vi. = I — irCH"dt (6) 
i r _ < « . J ( o 3 

The number of nucleate sites is given by Westwater [5] as 

» = AH (%Y (7) 

From equations (6) and (7), the total steam void volume may 
be formulated as 

Vb = f(tT - k)A •ffl Vu (8) 

The value of (tr — k) may be calculated from the bubble 
terminal velocity which is given by Harmathy's empirical cor­
relation [6] as 

y = 1.53 (?)'" tr — to 

Jakob [7] observed that the bubble frequency 

920 ft /hr 
/ = Db 

and Di, was found by Fritz [8] as 

Db = 0.01475 0 V — -
P.) 

(9) 

(10) 

(11) 

The total steam void volume therefore may be directly calcu­
lated from physical variables by substituting equations (9), 
(10), and (6) to (8). 

Steam Void Dynamics 
The steam void dynamics may be described by the change in 

bubble mass fraction a due to changes in various plant param­
eters influencing it. Basically, there are three ways that the 
void fraction may be changed. Firstly, the bubble mass in the 
water zone may be directly influenced by changing the heat 
transfer rate QB which alters the population of nucleation sites 
and ( r s u r — Tsat), and the pressure which causes flashing or 
collapsing of bubbles. Secondly, the bubble mass may be in­
directly influenced by changing the position of the boiling 
boundary BC as shown in Fig. 1. There are three parameters 
that are likely to alter the boiling boundary, i.e., the heat transfer 
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rate QH, the feedwater rate TO/, and the pressure P . Thirdly, 
the total mass of the water phase may be altered by changing 
the liquid level, which happens to change the bubble mass as 
well. Thus, the general equation of the steam void dynamics 

da 

dt 

\ dP (8a\ dQu 

)mf.<)K,<, dt \5QH/»'fp'l> dt 

( 8a \ dm, {&a\ ci 

dm/jQjfP.y dt \5y/P'QH'<"f c 

(12) 

Quantitative analysis of equation (12) is complex and may be 
achieved by further assumptions as follows: 

1 Direct evaporating rate at the interphase is negligible in 
comparison with bubble mass rate. 

2 During the pressure transient, the heat energy relieved from 
bubble collapsing or absorbed by bubble flashing is used to heat 
up or cool down the water to new saturation temperature. 

3 The water level maintains a smooth surface. 
4 The water phase is considered to have a uniform tempera­

ture Ti at the saturating zone and a uniform temperature TBub at 
the subcooling zone. 

5 The feedwater comes at a point below the heating surface; 
its temperature is constant and well below the boiling point. 

6 Boiling heat transfer and mass exchange between bubble 
and bulk water take place instantaneously. 

7 The cross-sectional area of the drum is constant for small 
variation of the water level. 

8 Bubble velocity is constant. 
Referring to Fig. 1 again, the water phase is divided into two 

zones, i.e., the saturating and subcooling zones. The latter is 
bounded by surfaces ABCD, the surfaces AB and CD are assumed 
to be fixed and the volume of the subcooling zone may only be 
varied by altering the position of the boiling boundary BC. 
The steam void dynamics may be studied by establishing the 
mass and energy balance equations for saturating and subcooling 
zones. 

The bubble mass balance equation in the saturating zone is 

d 

dt 
(Mia) = inn — mt (13) 

where m, is considered positive for bubble collapsing and negative 
for bubble flashing. In differential form, the equation (13) be­
comes 

dAa clAy 
Mi —— + aApi —— = anibi — Antt — Amc 

dt dt 

where 

Amc - — • hr - (AP) 
h/g dt 

(14) 

(15) 

steam coming out from the water phase 

M%a 
mh = VT 

(y - *) 

and in differential form 

ATO6 = 

also 

( y - « ) 
»r Aa + 

avTpiA Mi 

_(y - «) (y 
^ I A , 
- z ) 2 J 

+ 
MIOLVT 

- z)2 Az (17) 

Ami,,- = — AQ„ -, AA„ (18) 

Substituting equations (15), (17), and (18) to (14) 

„ r dAa dAy 1 . QH 
MI — + aApi —f- = — AQH - ^ k„ AP 

dt hj,, hf/ dt 

MiCi , dAP Mi«T A 

~ 7 — «T —77 - z : Aa 
h,„ dt (y - z) 

MI<XVT 

(y - z)2 

Mass balance of the subcooled zone 

dz 
PiAo — = mf + TO,. — m, 

dt 

avrPiA 

Ay - «) 

MiavT 
Az (19) 

(20) 

Energy balance of the subcooled zone 

— (Mo -j- piAoz)hsvib = ni/hf + in,hi — mghi + qnaz) (21) 
dt 

Due to the large value of recirculating ratio (ro r/m/), AASUb may 
be considered as zero. Substitute equation (20) to (21), elimi­
nate mr and m„, and take the differential form 

dAz 
— piAo(hi — hBUh)—~- = — (hi — h,)Am, — m,kTAP 

dt 

+ qHaAz + azAqn (22) 

Substitute equation (22) to (19) by eliminating A* and take 
Laplace transform 

Mi m Aa [ avTpiA 

(jT^V) 

MMVT 

(y - *)2 (1 + Tvs)Ay + — k,„ I 1 — s JAP 

Miavi ni/ki 

qHa(y - «)2 (1 + T / S ) 

AQH 

AP + 
1 Miavr 

h/g (y - z)2 

qHAH (1 + T/8). 

MiavT (hi — hf) 

_(y - z)2 (1 + T / S ) ? / / a_ 
Am, 

(23) 

Therefore 

A a Ti 

AP 1 + T lS 

'Qukf^ / _ MiC, 

Mihf0* V Q 

Ti Aa 

AQH 1 + Tis 

A a 

QiMy 

avr 

Tikrhf, \ 

'nkfg / 

>T I m/kr \ 

.Mihfa (y - z)* ' qHA„ (1 + T / S ) . 

Ti 

Am, 1 + T l S 

avT (hj^~ h/) 

Ay - z)2 ' (TTT~~)qEa, 

(24) 

(25) 

(26) 

(16) M = _ Aa 

Ay 

T, 
1 + TlS 

where 

avrPiA t 

Mi(y -z) (y 

(V ~ z) 

VT_~\ 

- « ) 2 J 

Ti 
VT 

plA0(hl — haab) 
1 / = 

qHa 

and 

T = 
aApi 

avrpiA MIUVT 

(y -z) (y - z)* 

(1 + T„s) (27) 

(28) 

(29) 

(30) 
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n 
VALVE 

MOVEMENT 
VALVE CHARACTERISTICS 

EQ. (31) 

u BUBBLE FREQUENCY 

EQ. (10) 

I—4 BUBBLE GROWTH 
E Q . ( 3 ) 

BUBBLE VELOCITY 

EQ.O) 

, r 

POPULATION OF ACTIVESITE 

EQ.C7) 

DRYNESS 
FRACTION 

flx/oy 

EQ. (55 ) 

BUBBLE 
MASS 

FRACTION 
. & 

HEAT INPUT TO 
BULK WATER 

ax ISP 

EQ.(54) 

_ J 
" , • 

MASS BALANCE FOR STEAM PHASE 

, E Q . ( 3 7 ) 

BOILING HEAT TRANSFER 
AND HEATER CAPACITY 

EQ.136) 

MASS BALANCE AND ENERGY BALANCE FOR 
WATER PHASE 

E Q . U 2 ) AND E Q . U 7 ) 

AoL/iQ 

EQ.(25) 

"~\ 

act /Am, 

EQ.126) 

' I 

BOILING 
BOUNDARY 

AGL/iP 

EQ.(24) 

Ad. My 

EQ. (27) 

FEEDWATER 
FLOW 

m f 

STEAM 

FLOW 

WATER 

LEVEL 

y 

STEAM 

PRESSURE 

HEAT INPUT' 

Q 

STEAM 
AND 

WATER 
PROPERTIES -

Fig. 2 Dynamic model of a pool boiling plant 

Valve Characteristic Equation where 
The steady-state behavior of a steam control valve is well 

known. On the other hand, a fully satisfactory description of 
the dynamic behavior is still lacking. In general, the steam 

H = 
k,C,Pl> 

<r(pi — ps)SL 

(33) 

AQH = ~ ^ 3<-T«" ~ T ' .atWAT'sur - A r , a t ) 
•f Bat 

Afl£l\l sur 1 sat} j A r» i A ' s u r •* eat} 

— —— kri\f + Au — 

flow through the valve is dependent on the steam pressure before 0 n d i f i e r e n t i a t i t i o n ( 3 2 ) a n d a s s u m m g t h a t t h e b o i i m g 

and after the valve, Pt and Pe, and valve stem position L. Thus h e a t ^ ^ .g h^nt&nemSi e q u a t i o n ( 3 2 ) b e c o m e s 

where I j - - I, I T~), and I —-' I are dependent on the geo­

metrical factors of the individual valve and could be evaluated by 

experiments. 

Dynamic Behavior of Heat Transfer Rate 
at Heating Surface 

For simplicity, the Levy correlation 19] is employed hi this 
investigation. 

\1 flur * «flt) 

Energy balance in heating surface 

AQ - AQH = MHGH 
dAT,ut 

dt 

^AP (34) 
dP 

(35) 

At 
= H 

2*.„t 
(32) 

Combining equations (34) and (35) 
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AQH = 
AQ 

1 
MHC„ 

AHH 
&\1 sur 1 sat j 

"-o- ( ^ 
aur -* sot 

3ff dPj 
kTsAP 

1 + 
iWflC/f 

(36) 

A„H 
0\i aur i aat j" 

Overall Mass and Energy Balance 
A dynamic model for the boiling plant is constructed as shown 

in Fig. 2, in which the parameters influencing the mass and 
energy balance, the pressure, the steam flow, and the water level 
are clearly shown. Also, since the mass and energy exchanges 
at the interphase have been simplified and clearly defined, the 
mass and energy equations a t steam and water phases may be 
established with the following assumptions: 

1 The pressure is uniform throughout the steam and water 
phases. 

2 There is no temperature gradient in the steam phase and 
the steam temperature instantaneously reaches saturation tem­
perature corresponding to the pressure. 

3 The turbulence of the steam is low and the heat transfer 
from the steam to the wall is negligible. 

4 State equations for the steam phase are determined from 
the steam table and approximate the temperature, density, 
enthalpy, and pressure relation within a given range of values of 
these variables, i.e., linear relations between the aforementioned 
variables are obtained from the steam table. 

5 The enthalpy of the water phase is equal to the saturated 
one corresponding to the pressure. 

6 The drum wall always keeps at a temperature the same as 
the water phase temperature. 

7 The kinetic energy of recirculating water is maintained 
constant. 

8 Work done on bubble volume is negligible. 
9 Heat lost through the drum is constant. 

Steam phase mass balance 

dt 
(pa,V,) = mi, — m, + mwr — m„d — ma 

Equation of state 

Pas = 
Psfh 

Xpi + (1 — x)p, 

(37) 

(38) 

On differentiating with respect to time and simplifying 

dfas 

dt 

dp, dx 
xpS — + (A. - Pi)P.Pi T, dt dt 

(39) 
[xpi + (1 - x)p.]* 

Prom interphase behavior 

mwr — mwd — md = 0 

For small changes in liquid level 

AV, = ~AAy and A 7 , = AAy 

Expand equations (37), substitute equation (39) to (37) and take 
Laplace transform 

V,pi2xkp, 

[xpi + (1 - x)p s]
2 sAP 

V.{Pi - p.)p.Pi 

[xPi+ (1 -x)p,V 

pspiA 

sAx 

[xpi + (1 - x)p,] 
Ay = Ami, — Am, (40) 

Steam phase energy balance 

d ,™ , ^ / u. , d<-PV>) — (MThal) = (mb - m,)ft, -\ — 
at dt 

Water phase mass balance 

d 
— {pawVi) = mt — mh — mwr + mwd + md 
dt 

The average water density is given as 

P»Pi 

where 

api + (1 - a)p, 

Vbp, 

V,[paa' + (1 - a ' ) P l ] 

On differentiating with respect to time and simplifying 

.dp, da 

dpav, dt dt 

dt [aPl + (1 - a)p,V 

(41) 

(42) 

(43) 

(44) 

(45) 

Expand equation (42), substitute equation (45) to (42) and take 
Laplace transform 

VtpSakp 

[api + (1 - a)p. 

+ 

AD I yi(P* ~ Pl)P.Pl A 

sAP + —— — sAa 
[api + (1 - a)p,r 

PspiA 
[api + (1 - a)p,] 

Water phase energy balance 

s Ay = Am/ - Arm, (46) 

h MDCD —r— = h,mf - QH ~ h,mb (47) 

dt dt 

Expand equation (47) and take Laplace transform 

Vipi2akPshi 
MDCDkTsAP + 

+ 

+ 

[aPl + (1 - a)p,V 

Vi(p, ~ pi)p,Pihi 

sAP 

[api + (1 - a)ps] 

Vip,pikhi 

[api + (1 - a)p,} 

sAa 
p,piAhi 

sAy 
[api + (1 - a)p,] 

sAP = h/ Amf+ AQB - hsAmb (48) 

Dynamic Behavior of Dryness Fraction 
The steady-state value of the dryness fraction is dependent on 

the steam pressure, the liquid level, and the geometrical factors, 
and may be obtained from the experiments for the particular 
system. However, the dynamic behavior of the dryness frac­
tion may be approached analytically with further assumptions as 
follows: 

1 Evaporation and condensation of water droplets in the 
steam phase take place instantaneously corresponding to the 
pressure change. 

2 Separation by the scrubber is perfect. 
3 The dryness fraction is uniform in the steam phase. 

In general, the dynamic behavior of the dryness fraction may be 
expressed as 

dx 

dt \SP.JV dt ^ \SyJp dt ( ' 

From the definition of x = MJMT 

dx 1 / dMT ,„ dMw\ 

*=M?{M"-dT-MT-dT) 
(50) 
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Fig. 3 Schematic layout of the test plant: 1 ultraviolet light recorder type SE.3006; 2 electrostatic charge amplifier model 566 multirange; 3 low-
pressure quartz transducer; 4 standard air-pressure gauge; 5 displacement-type liquid-level instrument model 7 8 2 ; 6 V / A Thruflo meter series 10A 
1430; 7 steam pressure transducer; 8 air distributor; 9 air regulator and filter; 10 steam valve; 11 pneumatic control valve; 12 pressure-reducing valve 
series 95; 13 electro-pneumatic transducer model 701T; 14 waveform generator feedback type TWG 3 0 0 ; 15 heater; 16 0.5-mm dia nickel-chromium/ 
nickel-aluminum thermocouple; 17 steam check valve; 18 horizontal boiler; 19 safety valve; 2 0 thermocouple switch; 21 thermocouple test set; 22 
condenser; 23 cooling water pump; 24 water tank; 25 variable transformer; 26 cam for sinusoidal heat input; 27 gear box; 28 V-belt pulley; 29 V-bells; 
30 1-hp a-e single-phase motor; 31 feedwater pump; 32 d-c motor; 33 electronic motor speed control unit; 34 manometer; 35 separating and throttling 
calorimeter; , , „ steam flow; ° • pneumatic path; electrical wire; —-• — •—» water flow 

dMr 
Evaluate as in equation (40), and from the mass and energy 

dt 
balance equations (37) and (41) 

dMT _ V^fhHkp, dP V,(pi — Pa)p,Pi dx 

IT ~ ~ 

+ (1 — a:)Vs(pi — p„)pspw 
1 + 

PA 

MThf<l 

[xpi + (1 - x)p,]s' [xPi + (1 - x ) p j 2 dt 

P ^ dl (5i) Therefore 
Xpi + (1 — X)pa dt 

MT[xpi + (1 — x)ps]
2) 

(1 — x)pspiA 

MT[xpi + (1 - x)p,] J dt 
-V, (53) 

and 

dMw 1 / Sh. , , , 57s, Tr\dP PAdy / t . 

^ r - v!a\
M°TP + M-SP - vivt ~ TT. dt (52) 

Substitute equations (51) and (52) to (50) and rearrange 

1 ) i (1 - x)VspfykPs 

Sx 

SP 

1 

1 + 
) ' 

(1 - xW.pi^xkp, 

(1 - x)V,{pi - Pa)pspi} \Mi\xpi + (1 - x)ps] 

MT[xpi + (1 - x)p.] 

Sh 
X bP + ( ' 8P MT, 

dx 

dl 1 + 
(1 - x)V,(pi - Ps)p,pi{ \MT[xpi + (1 - x)pa\ 

MT[xpi + (1 - x)p,} 

1 

1 + 
(1 

hfg L 

L ) \1±. 
- x)V.(pi - p*)p,pi{ [MThf, 

(54) 

MT[xpi + (1 - x)p,. 

h< 

Sh, s Sh, 
X S P + {1-X)TP 

•I _ Z l l ) dP 
5 MT\\ dt + (55) 
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(1 — x)p,piA 

MT[xpi + (1 - x)p.] 
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level; 0 0 experimental result; --theoretical result from the dynamical 
model; - - - - theoretical result from the simple mass and energy equations 

Description of Apparatus 
The general plant layout is shown in Fig. 3. A boiler of the 

horizontal-drum type with diameter 24 in. and length 40 in. was 
designed and constructed with a necessary safety valve and a 
direct water level indicator. The output steam passed through 
a steam cut-off valve, a pressure reducing valve, a pneumatically 
operated steam control valve, a V / A Thruflo meter for steam 
flow measurement, and was condensed in a tube-and-shell heat 
exchanger. The condensate was then driven back to the boiler 
by a feedwater pump. Thus, during the experiment, the water 
mass inside the boiler was practically maintained constant. 

Heat input to the boiler was provided by four electric heaters, 
two of 4 lew each and the other two of 2 kw each. The output 
of two heaters with total capacity of 6 lew was enabled to vary 
in a sinusoidal manner by means of a specially designed mech­
anism consisting of a cam, two gear boxes, a 6-kva variable 
t.ransformer with its output terminal connected to the two 
heaters, two series of V-belts, ;. 1-hp single-phase motor, and 
other accessories. The cam profile was designed in such a way 
t.hat the output voltage of the transformer varied according to 
the square root of sine function. The power output of the heat­
ers was thus varied with sine function, since power is proportional 
to the square of voltage output. The frequencies of sinusoidal 
inputs were achieved by various arrangement of the belt drive. 
The opening of the steam control valve was varied sinusoidally 
by means of an electrical waveform' generator and an electro­
pneumatic transducer. 

The boiler outputs, i.e., the steam pressure and the steam 
flow rate, were measured by a steam pressure transmitter and 
a V / A Thruflo transmitter respectively. The outputs of the 
transmitters were both in pneumatic signals and were transduced 
to electric signals by means of two sets of piezo-transducers and 
electrostatic charge amplifiers. Input and output signals were 
~imultaneously recorded by a 6-channel ultraviolet light recorder. 
A separating and throttling calorimeter was placed as shown in 
Fig. 3 to measure the steady-state dryness fraction. 

Owing to the large ratio of the interphase cross-sectional area 
and the liquid level height, the liquid level responses due to the 
sinusoidal variation of heat input and control valve position were 
found to be negligibly small. A second vertical-type boiler of 
5 in. by 9 in. in cross section and 8 ft in height was then con­
stnlCted. Four heaters of total capacity 12 lew were fitted in 
two rows near the bottom of the boiler, and two glass windows of 
12 in. in height were fitted to the sides of the boiler at about 6 ft 
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from the bottom of the boiler. The liquid level responses were 
then taken by photographing the level positions through the 
glass window at regular intervals. All measuring instrumellts 
and accessories fitted to the previous boiler were used for this 
one except that the liquid level transducer was discarded. 

Discussion of Results 
Equations (23), (31), (36), (40), (46), (48), and (53) may be 

combined together to form transfer functions relating the inputs, 
i.e., heat input, steam valve position, and feedwater flow, to the 
outputs, steam pressure, steam flow, and liquid level. Numerical 
solutions of the transfer functions for the particular plants under 
testing are shown in Appendix 1. Analysis shows that the 
major dynamics of a pool boiling plant are provided by that of 
the water phase. This would be so even for a high-pressure 
plant. Exceptional cases are that the steam pressure is ex­
tremely high and water level low. In general, the transfer func­
tions related to the steam pressure and the steam flow may be 
represented by three poles and one zero. The existence of second 
and higher poles and a zero is associated with the steam void 
dynamics in which the change of heat transfer rate I1QH and 
particularly the change of pressure I1P play the dominant parts. 
Referring to equation (24), one part of the void dynamics is that 
the variation of bubble mass fraction is proportional to the rate 
of change of pressure and the proportionality is a linear function 
of the bubble travel time in the water phase 'r, . This term is a 
result of bubble collapsing and flashing during the pressure 
transient, and contributes one important damping effect to 
pressure response and swelling effect of the water level due to 
sudden control valve opening. The fact that the phase lags of 
theoretical frequency response curves exceed 90 deg is also 
mainly due to the existence of this term. Numerical analysis 
also shows that the parts of steam void dynamics due to change 
of the boiling boundary and change of water level are in geneml 
rather small except for extr~me plant geometries. As the dry­
ness fraction only influences the dynamics of the steam phase, 
the damping effect on the overall responses is again small and i~ 
clearly shown in equation (53). 

Appendix 2 shows the equations from which the transfer 
functions may be derived by using the simple mass and energy 
balance. The frequency response curves obtained from both 
theories are plotted together with the experimental results and 
are illustrated in Figs. 4 to 8. Figs. 4 and 5 are the frequency 
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response curves of b.P / b.Q at high and low levels respectively. 
The present theory agrees with the experimental results in that 
the phase lags exceed 90 deg at higher frequencies, but the experi­
mental results show greater amplitude. Nevertheless, the 
curves from present theory are closer to the experimental ones. 
This suggests that other additional factors may exist but have 
not been accounted for in the present theory. One of them 
could be the boiling heat transfer dynamics due to changes of 
pressure and heat transfer rate b.QIl. The other could be the 
bubble growth dynamics due to change of pressure. However, 
the present knowledge of each is inadequate to make useful 
analysis on their dynamic behavior. 

As shown in Fig. 7, the frequency response curves of b.P / b.L 
obtained from the present theory agree closely with the experi­
mental result. This indicates that the bubble flashing and 
collapsing are the dominant dynamics in comparison with those 
unaccounted for. 

In order to demonstrate the effect of steam voids in the water 
phase on water level responses, experiments were conducted on 
the vertical-type boiler by varying the valve position sinusoidally 
and measuring water level responses. Fig. 8 shows the fre­
quency response curves of b.y / M. The analytical results 
based on simple mass and energy balance show that water level 
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responses are negligible. The analytical results based on the 
present theory tend to overestimate the water level amplitudes; 
this is due to the assumptions made in estimating the bubble 
volume, and particularly the assumptions that a bubble is 
spherical and the total bubble volume is the sum of individual 
bubbles. However, the important finding is that the present 
theory is able to predict the water level dynamics with reason­
able accuracy, since the shape of experimental and analytical 
attenuation curves are similar and the phase curves are reason­
ably close. The fact that the theoretical phase curve shows 
phase-lead tendency indicates that the present theory is able tu 
predict the swell effect of the water level when the control valve 
is suddenly opened. However, further study is necessary to 
improve its accuracy. 

Conclusion 
Theoretical analysis shows that the steam void, besides exert­

ing a significant damping effect on the overall responses, is a 
dominant factor in estimating water level responses, but the 
damping effect of the dryness fraction is negligible. In general, 
the frequency responses derived from present theory are closer 
to the experimental results than those based on simple mass and 
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energy balance, both in the low- and high-frequency regions, and 
particularly for the case of rapid steam valve opening or closing 
during which the bubble flashing or collapsing contributes im­
portant dynamics to the overall responses. The dynamic model 
tends to overestimate the amplitudes of water level responses; 
this is mainly due to the assumptions made in calculating the 
bubble volume in the water phase. 
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A P P E N D I X 1 

Numerical Solutions for the Tested Plants 

AP 16.64 X 10~8s3 - 0.7 X 10-4s2 + 0.105s + 1 

AQ ~~ 3.36 X 10-«s6 + 2.92 X 10-4s4 + 0.717ss 

+ 117s2 + 924s + 657.5 

0.105s + 1 

0.717s3 + 117s2 + 924s + 657.5 

AP 11598 

AL 3.36 X 10-8s6 + 2.92 X 10->s4 + 0.717s3 + 117s2 

+ 924s + 657.5 

11598 

0.717s3 + 117s2 4- 924s + 657.5 
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Am, _ 11.14 X lQ-»s' - 0.469 X lQ-'s2 + 0.07a + 0.67 
AQ "" 3.36 X 10-8sB + 2.92 X lO-'s* +. 0.717s8 + 117s2 

+ 924s + 657.5 

0.07s + 0.67 

0.717s8 + 117ss + 924s + 657.5 

For lower level 

AP 0.337 X 10-5s» + 0.013s + 1 
AQ ~ 0.856 X 10-V + 0.15s8 + 27s2 + 556.7s + 680.3 

0.013s + 1 
~ 0.15s8 + 27s2 + 556.7s + 680.3 

For the vertical-type boiler 

Ay _ 0.16 X lQ-%4 + 0.024s8 + 11.73s2 + 1905.6s + 4058 
AL ~ 0.09 X lO-'s* + 0.87 X 10-3s* + 0.31s8 + 33s2 

+ 3349s + 11130 

A P P E N D I X 2 

Simple Mass and Energy Balance Equations Including 
the Heater Dynamics 

1 Mass balance for the steam space 

d 

dt 
(V,p,) = mb — m, (2.1) 

Use small perturbation technique and, at equilibrium condition, 
put mb = m, 

:. p. - AV, + V,- Ap, = Amb - Am, 
dt dt 

Put AV, = -A Ay, and Ap, = k^AP. 

Assume A constant for small perturbation and take Laplace 
transform 

—p^AsAy + V,kP,sAP = Amb — Am, (2.2) 

2 Mass balance for the water space 

d 
di 

(VipO = mf — mb (2.3) 

Put AVi = A Ay, assume .A and pi constant, and take differential 

piAsAy = Am-/ — Amb (2.4) 

3 Energy balance of the water phase 

MDCD ^ + 1 (MJi,) = m,h, + Q - mbh, (2.5) 
dt dt 

Equation (2.5) assumes that the water and drum wall tempera­
tures are equal to the saturation temperature T,at. Again take 
differential form, and put AAfi = ApiAy and Aht = khiAP. 

MDCDkTsAP + hipiAaAy + MikusAP 
= hfAmf + AQ — h,Amb (2.6) 

4 Valve.characteristic equation. 
In general, the valve characteristic equation may be repre­

sented by equation (31). For the test boiling plants, Pi = P 
and P, = 0, and the valve characteristic equation may be ex­
pressed as 

Am, = 0.00465 AP + 10 AL for high water level/ 

Am, = 0.00493 AP + 10 AL for low water level I 
(2.7) 

The transfer functions relating drum pressure, water level, and 
steam flow to the heat input, the valve position, and the feed-
water rate may be obtained by solving equations (2.2), (2.4), 
(2.6), (2.7), and (36). 
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Heat Transfer From the Rear of a Cylinder 
in Transverse Flow1 

Nomenclature 
d = cylinder diameter 

upper bound for iVpe introduced 
inequation (5) 

= Nusselt number, hd/k 
= Peclet number, dU/a 
= Reynolds number, dll/v 
- Strouhal number, d/UT 
—- Strouhal cycle period 
= velocity characteristic of pene­

tration depth 5, see equation 

(1) 
main flow velocity 
thermal diffusivity 
penetration depth (~\/aT) 

M = 

JVNu 

JVHO 

i V s r •• 

T 
u •• 

U, Va = 
a 
8 

M. Ghil.2 The author presents a badly needed model for the heat 
transfer from the rear face of a cylinder. The model is that of 
penetration theory, exhibiting some points of similarity with the 
inviscid, potential flow solutions proposed recently for the heat 
transfer from cylinders and spheres to liquid metals (e.g., [II]3). 
All these models arrive at a square-root dependence of the Nusselt 
number on the Peclet number (Nna ~ JVpe'/')-

Let us now take a closer look at the relevance of the model 
proposed to the problem at hand, which is defined (by the 
author's Fig. 1) for a range NRe = 10-105.4 

As pointed out by the author himself, the validity of the model 
relies most heavily upon two assumptions: 

1 Molecular transport is predominant, which in turn implies 
that convection is negligible with respect to conduction, or 

Su/a « 1 (1) 

where 8 is the penetration depth in one Strouhal (vortex-shedding) 
cycle T, u is a velocity characteristic of a region of thickness 8, 
and a is the thermal diffusivity. 

2 The ratio of penetration depth as proposed by the author, 
8 = 4:\/aT, to eddy diameter, say d/2, is small 

8/(d/2) « 1 (2) 

where d is the cylinder diameter. For the sake of simplicity, we 

1 By P. S. Virk, published in the February, 1970, issue of the 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 92, No. 1, 
pp. 206-207. 

2 Research Assistant, Faculty of Mechanical Engineering, Tech-
nion—Israel Institute of Technology, Haifa, Israel. 

3 Numbers in brackets designate Additional References at end of 
discussion. 

4 And for Prandtl numbers which are not very low (as in liquid 
metals). The latter are not included by the author in the experi­
mental evidence cited and have to be discussed separately. 

shall also use, throughout the Reynolds number range involved, 
the author's equation (3) to eliminate T, implicit in (1) and (2) 

T = 
d 

NStU 
= 5d/U (3) 

where Nsr = 0.2 is the Strouhal number, 
viously leads, substituting (3) into 8, to 

JVre » 320 

Condition (2) ob-

(4) 

Condition (1) poses a problem as to the ratio u/U, where U 
is the main flow velocity, but its form indicates that the Peelet 
number JVpe = dU/a must be smaller than some quantity M, 

Nr. « M (5) 

which compared with (3) is rather puzzling. The measurements 
of Hanson and Richardson in air [12] show that for iVpe = 53,000 
and a distance from the cylinder 0.02d, which is even smaller than 
the author's estimate for 8, 8 = 4 V 5 Npe~^2 d ~ 0.04d, the 
ratio of local mean to free-flow velocity | f / | / [ / „ (author's u/U) 
does not fall below 0.1. This result enables us to restate (5) 
expressing 8u/a in (1) as 

8u u 8 dU 

a U d a 
0.1 X 4 V 5 iVp 6 - 1 / ! X NPe « 1 (5a) 

which yields 

iVpa « 1.25 (6) 

This stands in clear contradiction to (4), or leaves the range of 
applicability of the model void. 

The paradox is easily explained if we consider the influence of 
U for given d and a. On the one hand 

On the other 

8/{d/2) = 82VSr- , /2 V<x/d C/~ 'A 

8/(a/u) = 0.4JVar-
IA V d / a U1'* 

Indeed, if U increases, the ratio of penetration thickness to eddy 
diameter decreases as the Strouhal cycle shortens, whereas it 
stands to reason that the ratio of convection to conduction in­
creases with increasing U. The underlying basic fact is that for 
"common" Prandt l numbers (gases and non-metallic liquids) 
viscous effects in the boundary layer, ignored by penetration 
theory, can not be neglected. 

To conclude, we consider that a satisfactory theoretical ex­
planation of the rather large and ever-increasing experimental 
knowledge of heat transfer in the separated region behind a cylin­
der in cross-flow is still to be given. 

Additional References 

11 Hsu, C.-J., "Analytical Study of Heat Transfer to Liquid 
Metals in Cross Flow Through Rod Bundles," International Journal of 
Heat and Mass Transfer, Vol. 7,1964, pp. 431-446. 

12 Hanson, F. B., and Richardson, P. D., "The Near-Wake of a 
Circular Cylinder in Crossflow," JOURNAL OF BASIC ENGINEERING, 
TRANS. ASME, Series D, Vol. 90, No. 4, Dec. 1968, pp. 476-484. 
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Lindon C. Thomas.6 I would like to offer the following re­
marks regarding the technical brief by P. S. Virk entitled "Heat 
Transfer From the Rear of a Cylinder in Transverse Flow," in 
which he discussed the formulation of an eddy penetration model 
to heat transfer in the rear of a cylinder. This type model was 
adapted to turbulent mass transfer processes at a fluid-fluid inter­
face by Danckwerts [13] in 1951 and has sometimes been known 
as the surface renewal and penetration model. Whereas Virk 
assumed that all eddies remain in contact with the surface for the 
same length of time, Danckwerts employed a random age distri­
bution. Although the basic surface renewal and penetration 
model appears to be fairly representative of turbulent transport 
processes, difficulty has generally been encountered in the formu­
lation of reasonable expressions for the period T. Virk assumed 
that eddies remain in contact with the rear surface of a cylinder 
for a period of time equal to the reciprocal of the shedding fre­
quency/. 

In regard to the significances of / , experimental evidence by 
Bellhouse and Schultz [14], Dimopolous and Hanrat ty [15], and 
Son and Hanra t ty [16] indicate that the vorticity oscillation has 
little effect on heat and mass transfer for flow past cylinders. 
These investigators reported the existence of sinusoidal oscil­
lations of essentially constant frequency over the front portion 
of cylinders and irregular fluctuations superimposed upon periodic 
oscillations over the rear of the cylinders. However, the use of a 
splitter plate behind each cylinder was reported to have elimi­
nated the regular sinusoidal fluctuations over the entire surface 
without appreciably altering the local transfer rates. Hence, 
some question arises concerning the validity of the assumption 
that the period T may be set equal t o / . 

I t should further be pointed out that an identical analysis 
for heat transfer to a cylinder in transverse flow has been pre­
sented by Sano and Nishikawa [17]. (These investigators also 
considered the effect of surface curvature.) However, Sano and 
Nishikawa assumed that T can be set equal to / for the forward 
and rear surfaces. A similar analysis has also been applied to 
mass transfer to flow past a cylinder by Ototake [18]. This 
worker merely applied conventional boundary layer theory to the 
forward section of the cylinder and the surface renewal and pene­
tration model as presented by Sano and Nishikawa and Virk to 
the turbulent region. 

Additional References 
13 Danckwerts, P. V., "Significance of Liquid-Film Coefficients 

in Gas Absorption," AIChE Journal, Vol. 43,1951, p. 1460. 
14 Bellhouse, B. J., and Schultz, D. L., "Determination of Mean 

and Dynamic Skin Friction, Separation and Transition in Low-
Speed Flow with a Thin-Film Heated Element," Journal of Fluid 
Mechanics, Vol. 24, 1966, pp. 379-400. 

15 Dimopoulos, H. G., and Hanratty, T. J., "Velocity Gradients 
at the Wall for Flow Around a Cylinder for Reynolds Numbers 

5 Associate Professor of Mechanical Engineering, University of 
Akron, Akron, Ohio. 

Between 60 and 360," Journal of Fluid Mechanics, Vol. 33, 1968, 
pp.303-319. 

16 Son, J. S., and Hanratty, T. J., "Velocity Gradients at the 
Wall for Flow Around a Cylinder at Reynolds Numbers from 5 X 
103 to 106," Department of Chemistry and Chemical Engineering, 
University of Illinois, 1968. 

17 Sano, Y., and Nishikawa, S., "Analysis of Heat Transfer of a 
Cylinder in Cross Flow Fluid by the Intermittent Penetration 
Theory," Kagaku Kogaku, Vol. 28,1964, p. 10. 

18 Ototake, N., "Forced Convection Transfer Coefficient from a 
Uniformly Concentrated Cylinder," Kagaku Kogaku, Vol. 32, 1968, 
p. 61. 

Author's Closure 

The author is grateful to Mr. Ghil and Professor Thomas for 
their comments. 

Mr. Ghil correctly emphasizes, as did the original paper, tha t 
the assumptions involved in the eddy penetration model cause 
compensating errors. However, his analysis is seriously in error 
owing to his neglect of the variation in the deadwater to free-
stream velocity ratio (u/U) with A^R,.. Referring to air, Arpr ~ 1, 
the data of Hanson and Richardson [12] show (u/U) of order 
0.1 at NRe (~NPC) = 5.3 X 10" but at NRe = 10", (u/U) is less 
than 0.02; data are unavailable at lower NRe but those of Kov-
asznay [19] suggest (u/U) < 0.01 a t A R c ~ 50 while the numeri­
cal results of Son and Hanrat ty [20] show (u/U) of order 0.01 or 
less for NRf, < 500. In short, over the bulk of the NRe range of 
interest, (u/U) is no greater than 0.01 so the ratio of convection 
to conduction, [8u/a\ = (8/d)(u/U)(dU/ct) ~ 0.01 (8/d)NFe. 
By previous reasoning, the penetration distance 8 <* s/aT so 
(8/d) = a/Vp 0- 1 / 2 and thence [8u/a] = 0.01 CNv*1' where C is a 
proportionality constant. Now for conduction to exceed convec­
tion [5w/a] < 1, whereas for penetration distance small with 
respect to eddy size [S/d] < 1 so the composite condition yielding 
the range of validity of the model is C < A P c

I / ! < 100/C. The 
numerical value of C depends upon how one picks a penetration 
distance; if 8 ~ 4-v/a7T, as in the original, then C ~ 9 and the 
range of validity is SO < JVpe < 120; however, 8 ~ <L\/aT cor­
responds to a rather stringent accomplishment (>98 percent) of 
the temperature step and if a value 8 ~ 2y/otT (~60 percent ac­
complishment) is chosen then the model is valid for 30 < iVpe < 
500. Therefore, contrary to Ghil's assertions, both the main 
assumptions of the model should hold reasonably for a decade 
or so of Ape in the neighborhood Arpc ~ 100. 

In this connection it should further be pointed out that the 
eddy penetration concept stems from the physics of the shedding 
process regardless of the conductivity, whether molecular or 
turbulent, of the eddy. The molecular thermal conductivity is 
evidently appropriate at the lower end of the shedding regime, 
say NR„ < 103, so long as the shear layer shed stays essentially 
laminar, and in Fig. 1 of the original paper the theory based on 
this simplest of assumptions was shown to predict the order of 
magnitude of the transport from the rear face. At the upper end 
of the shedding regime, say 10s < Re < 105, the shear layer shed 

i.o 

O.I 

1 

— 
: 

I 
-
-
-

: 

, 

1 1 1 

# 
A 
a 
0 

A 
B 
O 
o 

1 1 1 

1 1 11 

Ref. 

1 
4 
5 
6 
7 
8 
9 
10 
U 

A 

M M 

1 

NPr 

0.70 
0.70 
0.70 
0.70 

5. 
0.70 

1 1 1 I I l l j 1 I I 
WSc • Eddy 

0.65 

2.5 
2.5 

O 

a W ^ " 

, i i i i 11 il i I I 

I I i i i | i i i i i i in i i 
Penetrat ion Theory : 
Mo lecu la r T ranspor t 

Turbulent T r a n s p o r t ( NPr =1) 

o£?W 

-%-~6~ 

i i 11 i l i i l i i 

I 

— 
-
-
-
-

-

I 

Nf 'Re 

Fig. 1(a) Comparison of improved eddy penetration model wi th experimental data 

Journal of Heat Transfer A U G U S T 1971 / 317 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



becomes turbulent right from the separation point and in this 
regime the simple theory could be improved by employing a suit­
able "eddy" conductivity pee instead of k where e is the eddy 
diffusivity (considered equal for momentum, heat, or mass trans­
port). The previous logic then yields, in place of the original 
equation (4), 

JVNU.R = 0 .50AV / 2 [eA*] ' / ! (1) 

The eddy diffusivity e ~ v'l where v' and I are characteristic 
turbulent velocity and length scales; the turbulent intensity in 
a shear layer is of order 0.1 so v' ~ 0.05J7 whereas I should be of 
the order of shear layer thickness, i.e., the momentum thickness 
A of the separating boundary layer. From boundary-layer 
theory [21], one has (A/d)iV~Re1/'z = 0.25 at separation so 

(e/p) = (v'l/v) ~ OMUA/v = 0.01JVB.1A 

whence, via (1), 

(iVNu,R/ArPeV2) = 0.05iVHeVWpr
Vl 

(2) 

(3) 

while the penetration criterion (8/d) ~ ArRe
_1//4 <K 1 is also satis­

fied. Fig. 1(a) compares the improved eddy penetration model 
with experiment; the solid line represents the original model based 
on molecular transport while the dashed line represents equation 
(3) (with NFI = 1 since most of the data refer to air) based on 
turbulent transport. In accordance with expectation, the trends 
of the experimental data are better followed by the former limit­
ing cases (solid line) for JVRe < 103 and by the latter limiting case 
(dashed line) for JVR,, > 104. 

Professor Thomas rightfully questions the basic connection 
between the shedding process and the transport from the rear 
face. The evidence for this, while less than conclusive, consists 
of three basic observations: (a) hot-wire data, e.g., Collis and 
Williams [23], which show that the onset of shedding markedly 
increases the overall heat transfer and inasmuch as the shedding 
scarcely affects the transport on the leading face this implies a 
large increase in rear-face transport due to shedding, (b) fre­
quency spectra of overall and local heat fluxes in the shedding 
regime are clearly dominated by contributions at the shedding 
freqviency, and (c) if one considers the local heat transfer coef­
ficient to consist of time-average and time-dependent components 
h and h (the latter of frequency/) then the amplitude ratio (h/h) 
tends to be small on the leading face but very much larger on the 
trailing face [10, 16]. 

Professor Thomas also notes that other workers [17] have ac­
counted for the curvature of the cylinder surface. While I have 
not seen the work referenced, it is physically obvious that the 
curvature will have no effect at the short penetration time rele­
vant to the present. Analytically, the respective expressions for 
time-average heat flux from the plane x = 0 to the region 0 < x 
< co and the cylindrical surface r = (rf/2) to the region (d/2) < 
r < oo are: 
Plane: 

q = 
2dk 

dy/-w aT 

VA 

Cylindrical: 

26k (\ d'T'* S/TT 1 VaTl1'* \ 
q = dV^{[aTJ + ^ - i [ _ ^ J + ' - 7 

For penetration theory to apply [d/\/ctT] 2> 1, in which case the 
bracket for the cylindrical surface is dominated by the leading 
term, making the two expressions equivalent. 
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Surface Wetting Through Capillary Grooves1 

P. R. Pujado2 and L. E. Scriven.3 According to the paper by 
Bressler and Wyatt , the shape of a vapor-liquid interface in 
mechanical equilibrium in a capillary groove can be found by 
solving the equation 

gzAp = a[ztx(l + zx*)~* + z„(\ + z/)~*} 

X [1 + z*2 + V ] ' / ! <7)4 

for the mathematical surface z(x, y) subject to the following 
boundary conditions: 

1 Along the vapor-liquid-solid phase boundary (contact line) 

zx sin <j> — 2„ cos <f> = cot a (8) 

where a is the contact angle, taken as a constant, and d> is the 
angle between the horizontal x-direction and a horizontal tangent 
to the groove surface (see authors' Fig. 1). 

2 In the vicinity of certain lines y = 3d and x = 3w/2 (see 
authors' Fig. 1, where y — 2d), the vapor-liquid interface ap­
proaches the contour given by the authors' equation (5). This, 
it should be pointed out, is the well-known equation of the 
separating elastica [ l ] .6 

3 Along a certain centerline in the groove, zx = 0 (authors' 
unnumbered equation), corresponding to the existence of a plane 
of symmetry. In addition, at the vertex (x = 0, y = 0) of a 
triangular groove, zy = —cot a (authors' unnumbered equation). 

We find that the differential equation and first boundary condi­
tion are incorrect and that the third boundary condition is ques­
tionable in the case of a triangular groove. 

The question of meniscus configuration in three dimensions is 
an important one and the corresponding mathematical problem 
is not a trivial one. Only recently have a few numerical solu­
tions appeared, based on the method of local variations [2]. 
Owing to fairly widespread interest in the problem it is desirable 
to dispel any misconceptions or confusion the subject paper 
might produce. Standard references cited by the authors are 
silent in this area [3, 4] . 

The general equation of an interface in mechanical equilibrium 
is quite complex, unnecessarily so for most practical purposes 
[5]. By discarding terms that are usually unimportant one 
arrives at the time-honored Laplace-Young equation of capil­
larity : 

2Ho- = 2-ffoo- + g(z - z0)Ap (D-l) 

where z0 and H0 refer to a real or hypothetical reference point on 
the meniscus and H is the local mean curvature of the surface 
[6,7] 

H 
1 

{Xi + X2) 
2 \ / J , + R j 

(D-2) 
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becomes turbulent right from the separation point and in this 
regime the simple theory could be improved by employing a suit­
able "eddy" conductivity pee instead of k where e is the eddy 
diffusivity (considered equal for momentum, heat, or mass trans­
port). The previous logic then yields, in place of the original 
equation (4), 
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ing cases (solid line) for JVRe < 103 and by the latter limiting case 
(dashed line) for JVR,, > 104. 

Professor Thomas rightfully questions the basic connection 
between the shedding process and the transport from the rear 
face. The evidence for this, while less than conclusive, consists 
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scarcely affects the transport on the leading face this implies a 
large increase in rear-face transport due to shedding, (b) fre­
quency spectra of overall and local heat fluxes in the shedding 
regime are clearly dominated by contributions at the shedding 
freqviency, and (c) if one considers the local heat transfer coef­
ficient to consist of time-average and time-dependent components 
h and h (the latter of frequency/) then the amplitude ratio (h/h) 
tends to be small on the leading face but very much larger on the 
trailing face [10, 16]. 

Professor Thomas also notes that other workers [17] have ac­
counted for the curvature of the cylinder surface. While I have 
not seen the work referenced, it is physically obvious that the 
curvature will have no effect at the short penetration time rele­
vant to the present. Analytically, the respective expressions for 
time-average heat flux from the plane x = 0 to the region 0 < x 
< co and the cylindrical surface r = (rf/2) to the region (d/2) < 
r < oo are: 
Plane: 
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For penetration theory to apply [d/\/ctT] 2> 1, in which case the 
bracket for the cylindrical surface is dominated by the leading 
term, making the two expressions equivalent. 
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it should be pointed out, is the well-known equation of the 
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unnumbered equation), corresponding to the existence of a plane 
of symmetry. In addition, at the vertex (x = 0, y = 0) of a 
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tion are incorrect and that the third boundary condition is ques­
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The question of meniscus configuration in three dimensions is 
an important one and the corresponding mathematical problem 
is not a trivial one. Only recently have a few numerical solu­
tions appeared, based on the method of local variations [2]. 
Owing to fairly widespread interest in the problem it is desirable 
to dispel any misconceptions or confusion the subject paper 
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silent in this area [3, 4] . 

The general equation of an interface in mechanical equilibrium 
is quite complex, unnecessarily so for most practical purposes 
[5]. By discarding terms that are usually unimportant one 
arrives at the time-honored Laplace-Young equation of capil­
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where z0 and H0 refer to a real or hypothetical reference point on 
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Here Xi and Hi are the principal curvatures in mutually per­
pendicular directions tangent to the surface, and Ri and Ri are 
the corresponding radii of curvature. Twice the mean curva­
ture, 2H, is the trace of the curvature tensor, b (i.e., the first in­
variant of the curvature tensor [7]), and the surface divergence 
of the field of normals, N, to the surface [8] (the minus sign ap­
pears by convention): 

2B = trace b = - V n - N . (D-3) 

In cartesian coordinates the expression for IB. is not as in equa­
tion (7); rather, it is [6, 7] 

2B = V2 
'Viz 

w bx \WJ by \Wj 
(D-4) 

i.e., 

where 

2H = Z*x[1 + Z"^ ~ 2z*z»z*» + zv[1 + ^ 2 | (D-5) 
[1 + zj + zv 

W = [1 + z^+ zv*Yh 

V, = i — + J - • 
ox by 

(D-6) 

(D-7) 

In polar coordinates, which may be appropriate for analyzing 
menisci in triangular grooves, the correct expression is 

2H 
_ l_ _b T rzr l 

r br |_(1 4- 2 r
2 + r-V),/2J 

+ 1AT * "1. 
r* be L(i + «r2 + r-^y/'-j 

(D-8) 

The contact angle is defined as the angle between respective 
normals to two interfaces at a point on the contact line in which 
they intersect [9]. If n is the normal to the solid surface, then 
the angle it makes with the normal to the interface z(x, y) is given 
not by equation (8) but by 

cos a = n N 
Vj2 

w 
cos <j> 

(1 + **2 + V)'A (D-9) 

At corners, including the vertex of a triangular groove, the con­
tact angle is undefined but may be set equal to the contact angle 
made by the meniscus with each of two converging walls of 
identical wetting character, provided the meniscus actually 
reaches the corner between them. I t is not generally true that 
zy — —cot a. at the vertex of a triangular groove; rather, 
zy = —cos a/(cos 2 <j> — cos2 a)1^, if the meniscus reaches the 
vertex. Furthermore, in a corner of angular opening 2/3, a 
bounded solution of the Laplace-Young equation exists if 

but otherwise the solution is either unbounded or fails to exist. 
This was pointed out by Tyupsov, according to Petrov and 
Chernous'ko [2], who verified the fact by numerical computa­
tion. I t was proved theoretically by Concus and Finn [10]. 
An early study of the corner meniscus was reported by Ferguson 
and Vogel [11]. A detailed treatment appeared recently [12]. 
All of these papers are relevant to the present problem. 

Collective experience with numerical solutions of the Laplace-
Young equation in three dimensions is still so limited that reports 
of new solutions should include details of the computational 
procedure and error studies. 

In non-isothermal systems there is of course an added compli­
cation in that surface tension varies significantly with tempera­
ture. (Contact angle also depends on temperature, although 
only weakly in many cases [3].) Although this can be ac­
commodated in the Laplace-Young equation, there are tempera­
ture fields in which it is impossible to establish a fluid interface 

a t mechanical equilibrium: F i o w s d r i v e n b y surface-tension 
gradients are bound to occur [13]. 
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Authors' Closure 

The authors agree completely with the discussers that equation 
(7) of the paper is mathematically not correct, and that this point 
needs further clarification. In the derivation of equation (7), the 
curvatures were basically developed from intersections of the 
interfaces with planes which were parallel to the 2-axis. Instead, 
a correct derivation should have been based on planes normal to 
the liquid-vapor interfaces, as outlined in the discussion by 
Pujado and Seriven, as well as in earlier analyses of related prob­
lems. 

Since the angles between the planes normal to the surface and 
those parallel to the z-axis were usually small in the examined 
cases, the actual differences between curvatures computed from 
equation (D-5) of the discussion and from the simulating equation 
(7) of the paper were small enough to be neglected for the purpose 
of this study. Results from numerical evaluations of equation 
(7) have been compared with optical observations and photo­
graphs of menisci in capillary grooves on vertical planes. In 
particular, a "fully-wetted" height and other characteristic 
points have been experimentally located and measured for differ­
ent fluids and surface materials. In addition, tests were made 
with transparent walls, colored fluids, and solidified interfaces to 
facilitate a better observation. Comparison of all available data 
showed fair agreement between the real interfaces and those 
computed from equation (7) of the paper. Supplementary details 
have been reported in Journal of Basic Engineering, TRANS. 
ASME, Series D, Vol. 93, No. 1, March 1971, pp. 87-89. 
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Here Xi and Hi are the principal curvatures in mutually per­
pendicular directions tangent to the surface, and Ri and Ri are 
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ture fields in which it is impossible to establish a fluid interface 

a t mechanical equilibrium: F i o w s d r i v e n b y surface-tension 
gradients are bound to occur [13]. 
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Authors' Closure 

The authors agree completely with the discussers that equation 
(7) of the paper is mathematically not correct, and that this point 
needs further clarification. In the derivation of equation (7), the 
curvatures were basically developed from intersections of the 
interfaces with planes which were parallel to the 2-axis. Instead, 
a correct derivation should have been based on planes normal to 
the liquid-vapor interfaces, as outlined in the discussion by 
Pujado and Seriven, as well as in earlier analyses of related prob­
lems. 

Since the angles between the planes normal to the surface and 
those parallel to the z-axis were usually small in the examined 
cases, the actual differences between curvatures computed from 
equation (D-5) of the discussion and from the simulating equation 
(7) of the paper were small enough to be neglected for the purpose 
of this study. Results from numerical evaluations of equation 
(7) have been compared with optical observations and photo­
graphs of menisci in capillary grooves on vertical planes. In 
particular, a "fully-wetted" height and other characteristic 
points have been experimentally located and measured for differ­
ent fluids and surface materials. In addition, tests were made 
with transparent walls, colored fluids, and solidified interfaces to 
facilitate a better observation. Comparison of all available data 
showed fair agreement between the real interfaces and those 
computed from equation (7) of the paper. Supplementary details 
have been reported in Journal of Basic Engineering, TRANS. 
ASME, Series D, Vol. 93, No. 1, March 1971, pp. 87-89. 

An Analytical Investigation of Free Convection 
Heat Transfer to Supercritical Water1 

R. J. Simoneau2 and R. C. Hendricks.2 The discussers agree that 
the authors' work is a logical extension of the work of Fritsch and 
Grosh [5] and should be done. The authors are to be com-

1 By E. S. Nowak and A. K. Konanur, published in the August, 
1970, issue of the JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series 
C, Vol. 92, No. 3, pp. 345-350. 

2 Aerospace Research Engineer, NASA-Lewis Research Center, 
Cleveland, Ohio. 
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Fig. 1 Calculated and experimental thermal conductivities of carbon 
dioxide, from reference [18]. 

mended for basing their conclusions on the complete variable 
property results even though the partial variable property 
computations, using a free stream reference temperature, came 
closer to the data. The discussers agree, in general, with the 
authors' conclusions; however, they feel the paper could benefit 
from an expanded discussion in some areas. Specifically they 
would like to raise two questions. 

First, have the authors made any at tempt to take into ac­
count the anomalous spike that occurs in thermal conductivity 
near the critical point? The measurements of Sengers [13] in 
carbon dioxide show convincingly that the thermal conductivity 
peaks sharply in the near critical region. Subsequent measure­
ments in argon [14], ammonia [15], methane [16], and hydrogen 
[17] have pretty well established the general occurrence of the 
phenomenon. While it has not to our knowledge been shown, 
there is no reason to believe the phenomenon does not occur in 
water. The absence of data, however, requires that the spike 
be computed—an admittedly difficult task. Brokaw [18] has 
successfully computed Sengers' data by treating the fluid as a 
dissociating polymer and the results are shown in Fig. 1. The 

computation requires an equation of state with accurate deriva­
tives. For several fluids a recent equation of state by Bender 
[19] has been successfully employed in computing the spike [20], 
using Brokaw's theory. The discussers have no experience with 
water. 

Very recently Sengers and Keyes [21] have published a 
scaling relationship for excess conductivity using Sengers' C0 2 

data [13]. 
In the opinion of the discussers, if the influence of the anoma­

lous spike is going to be important, it will be most important in 
free convection. Here the fluid dynamics are governed by the 
thermodynamics and the system is free to adjust to changes in 
thermal properties. 

The second question is whether any computations were carried 
out with the free stream temperature below the transposed 
critical temperature? Since Fritsch and Grosh [3] report data 
with free stream temperature below the transposed critical 
temperature, it would be interesting to see the results of the 
partial variable property computations under these circum­
stances. The influence of the reference temperature might 
become clearer. 
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Authors' Closure 
The senior author (E.S.N.) would like to thank the discussers 

for their review and thought-provoking remarks. 
The authors have made no at tempt to take into account the 

so-called anomalous spike in the thermal conductivity near the 
critical point, the reason for this being that as of this writing the 
spike in thermal conductivity has not been conclusively demon­
strated for the case of steam. However, if the spike in fact 
exists for steam then the authors concur with the discussers tha t 
it could have a significant effect on free convection heat transfer. 

The authors are initiating a study in which the plate tempera­
ture is higher than the transposed critical temperature and the 
free stream temperature is lower than the transposed critical 
temperature. The discussers are correct in stating that the 
influence of the reference temperature might become clearer. 

Technical Papers Awaiting Publication 

This issue contains all papers tha t were ready for publication a t the time of printing. 
remaining papers are incomplete and will be published in a future issue. 
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